The regulator problem for linear uncertain continuous-time systems having control constraints is considered. Necessary and sufficient conditions of positive invariance of polyhedral domains are extended to the case of continuous-time uncertain systems. Robust constrained regulators are then derived. An application to the control of pH in a stirred tank is then presented. First, the uncertainty in the pH process is evaluated from first-principle models, then the design of a robust constrained regulator is presented. Simulation results show that this control law is easy to implement and that robust asymptotic stability and control admissibility are guaranteed.
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1. Introduction

It is well known these last years that for physical, technological and/or security reasons, any real system is subject to operational limitations, which are introduced as constraints. The most encountered constraints are of saturation type, that is, limitations on the magnitude and/or derivative of certain variables, usually the control signal. Hence, the topic of designing control systems that maintain stability and performance in the presence of these constraints is a topic of continuing interest. There are several approaches proposed in the literature to solve this problem: the positive invariance concept [2–5, 8, 9, 21], the small and high gain concept [17], the $l_1$ norm optimization concept [11], predictive control techniques [10, 18], and other approaches [16, 27]. From these approaches, the positive invariance approach is selected in this paper, because it gives simple methods to design constant state-feedback controllers, in both the continuous and the discrete-time cases, with symmetrical and nonsymmetrical constraints. The concept of positive invariance is involved in many control problems as constraints, robustness, pole assignment, optimization, and so forth. A literature overview about positively invariant sets in control theory is given in [9]. Recall that a subset, polyhedral or ellipsoidal, of the state space is
said to be positively invariant with respect to the motion of a dynamic system if it has the useful property that if it contains the system state at some time, then the state will never leave that set in the future. This approach corresponds to constraint avoidance [16]: preventing the saturation, the closed-loop system stays in a region of linear behavior. Hence, theory of linear systems remains valid and then stability of the closed-loop constrained system is obtained by assigning the closed-loop spectrum in the stability region, that is, the left half-plane for continuous-time case and the unity disk for the discrete-time case.

On the other hand, due to the inherent nonlinear behavior of real systems, linearization techniques and approximations lead to uncertain linear models. These uncertainties are generally induced by the difference between the real behavior of the system and the behavior of the plant model used for control. Many progress has been accomplished, these last years, in the control methods to take into account these uncertainties. Several techniques have been proposed in the literature, grouped in the theory of robust control, for example, [32], the simultaneous presence of uncertainties and constraints in general physical systems, and have prompted many authors to combine the techniques of robust control and constrained control [4, 7]. With the same goal and as an extension to the uncertain continuous-time case of [3], this paper is devoted in a first part to the robust constrained regulator problem for linear continuous-time systems. Robustness conditions for constrained state-feedback regulators are obtained. To do so, necessary and sufficient conditions of positive invariance of polyhedral domains with respect to motion of uncertain continuous-time systems are derived. The second part of this paper is devoted to the application of this robust control law to a neutralization process, namely a pH-process.

During the last years, several approaches have been proposed in the literature to solve pH control problems, that is, process control problem where the main output variable is the pH of a solution. Both nonlinear and linear controller techniques have been proposed and proved on neutralization processes: nonlinear controllers should be the natural solution to pH control as the inherent nonlinear behavior of pH process.

For example, nonlinear controllers have been proposed by [22] using an internal model control strategy with a nonlinear adaptive model. Nonlinear controllers have also been studied in [31], and different researchers have also considered nonlinear predictive control techniques: the authors in [14] have proposed to use a neural predictive strategy to study in-line pH process, and the authors in [23] have studied the use of both static nonlinear element and linear dynamic elements of SISO Wiener model. Although nonlinear techniques have been proved successfully on real plants, the main difficulty remains the necessity of developing a model that represents adequately the pH process in any operating condition. To solve this problem, fuzzy controllers have also been proposed in the literature. For example, [6, 12, 26] have presented different approaches to fuzzy pH control.

Although these nonlinear approaches have been successfully proved in simulation and on laboratory plants, the developed controllers are quite complex, so they are difficult to implement on real industrial process.

Also, most of these techniques do not give definite methods to cope with plant uncertainty: performance and stability might be degraded, even lost, if the working conditions are different than those used to design the controller.
This paper proposes a solution to this problem based on designing linear controllers with guaranteed robustness characteristics even in the presence of limitations in the control signals. Simulation results will show the performance of this pH regulator in the presence of constraints and uncertainty. A first attempt of this approach was achieved in [19]. We must point out that the problem of uncertainty of pH processes has been also studied in the literature, in the context of robust control using multiple models in [13, 24, 30].

The problem of robust pH control with control saturation has also been studied by the authors in [29] using a two-degrees-of-freedom structure and high-order linear controllers. As claimed above, the second part of this paper studies the use of a different method to solve this problem, to get a simpler control structure, easy to implement in existing control systems. This method is based on the approach presented in [20].

The paper is divided into two parts. A first part where the theoretical needed background is derived and is organized as follows: the studied problem is stated in Section 2. Section 3 is devoted to recall some useful definitions and results about positive invariance for continuous-time perfectly known systems. The extension to the uncertain case of these results is achieved in Section 4 enabling one to derive necessary and sufficient conditions of positive invariance of polyedra with respect to uncertain systems. Using these conditions is the key to derive robust controllers for linear uncertain systems with constrained inputs. The second part is devoted to the application of the previous results on a neutralization process, namely a pH-process, and is organized as follows: Section 5 presents the model of the studied pH process together with simulation results. The effectiveness and the easy application of such control law for a complicated process is proved. Concluding remarks end this paper.

2. Problem statement

Consider the linear uncertain continuous-time system represented by the following state-space model:

\[ \dot{x}(t) = A(q_A(t))x(t) + B(q_B(t))u(t), \]  

(2.1)

where \( x(t) \in \mathbb{R}^n \) denotes the state vector, \( u(t) \in \Omega \subset \mathbb{R}^m \) is the control input. The control input is restricted (by saturation) to evolve in the following polyhedral set:

\[ \Omega = \{ u(t) \in \mathbb{R}^m / \quad -u_{\text{min}} \leq u \leq u_{\text{max}}; \quad u_{\text{min}}, u_{\text{max}} \in \text{Int}(\mathbb{R}^+)^m \}, \]  

(2.2)

where \( q_A(t) \in \Gamma_A \subset \mathbb{R}^{p_A} \) (resp., \( q_B(t) \in \Gamma_B \subset \mathbb{R}^{p_B} \)) is the uncertain vector. \( \Gamma_A \) and \( \Gamma_B \) are compact convex sets including the origin in their interiors. These vectors \( q_A(t) \) and \( q_B(t) \) measure the uncertainty in the model, affecting the parameters of the matrices \( A \) and \( B \).
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as follows:

\[
A(q(t)) = A_o + \sum_{h=1}^{\mu_A} A_h q_{Ah}(t),
\]

\[
B(q(t)) = B_o + \sum_{h=1}^{\mu_B} B_h q_{Bh}(t),
\]

(2.3)

where \(q_{Ah}(t)\) and \(q_{Bh}(t)\) represent the \(h\)th component of vectors \(q_A(t)\) and \(q_B(t)\), respectively:

\[
q_A(t) = \begin{bmatrix} q_{A1}(t) & q_{A2}(t) & \cdots & q_{Ap}(t) \end{bmatrix}^T,
\]

\[
q_B(t) = \begin{bmatrix} q_{B1}(t) & q_{B2}(t) & \cdots & q_{Bp}(t) \end{bmatrix}^T.
\]

(2.4)

Convexity and compactness of the set \(\Gamma_A\) imply that there exist \(\mu_A\) vertices \(\nu_i\), \(i = 1, \ldots, \mu_A\) of \(\Gamma_A\), such that every \(q_A \in \Gamma_A\) can be written as a convex combination of \(\nu_i\) as

\[
q_A = \sum_{i=1}^{\mu_A} \alpha_i \nu_i \quad \text{with} \quad \sum_{i=1}^{\mu_A} \alpha_i = 1, \quad 0 \leq \alpha_i \leq 1 \quad \text{for} \quad i = 1, \ldots, \mu_A.
\]

(2.5)

The set \(\Gamma_B\) is also convex and compact, so there also exist \(\mu_B\) vertices \(\nu_j\), \(j = 1, \ldots, \mu_B\) of \(\Gamma_B\), such that every \(q_B \in \Gamma_B\) can be written as a convex combination of \(\nu_j\) as

\[
q_B = \sum_{j=1}^{\mu_B} \beta_j \nu_j \quad \text{with} \quad \sum_{j=1}^{\mu_B} \beta_j = 1, \quad 0 \leq \beta_j \leq 1 \quad \text{for} \quad j = 1, \ldots, \mu_B
\]

(2.6)

and the matrix \(A(q_A(t))\) (resp., \(B(q_B(t))\)) as

\[
A(q_A(t)) = \sum_{i=1}^{\mu_A} \alpha_i(t) A_i \quad \text{(resp.,} \quad B(q_B(t)) = \sum_{j=1}^{\mu_B} \beta_j(t) B_j \text{)}
\]

(2.7)

with \(A_i = A(\nu_i)\) (resp., \(B_j = B(\nu_j)\)).

Assume that the pair \((A(q_A(t)), B(q_B(t)))\) is controllable for every \(q_A \in \Gamma_A\) and \(q_B \in \Gamma_B\).

The nominal system is given by

\[
\dot{x}(t) = A_o x(t) + B_o u(t).
\]

(2.8)

The robust constrained regulator problem, which will be studied in this paper, is to find a state-feedback control law

\[
u(t) = Fx(t), \quad F \in \mathbb{R}^{m \times n} \text{ with rank } (F) = m
\]

(2.9)

which stabilizes the nominal system

\[
\dot{x}(t) = (A_o + B_o F)x(t)
\]

(2.10)
respecting the control constrained (2.2), such that the feedback system is robustly stable against parametric uncertainty, that is, the feedback stabilizes also the uncertain system (2.1).

Application of this control law, with respected control constraints, leads to the closed-loop system

\[
\dot{x}(t) = (A(q_A(t)) + B(q_B(t))F)\, x(t)
\]

\[
= \sum_{j=1}^{\mu_B} \beta_j \sum_{i=1}^{\mu_A} \alpha_i (A_i + B_j F)
\]

\[
= \sum_{j=1}^{\mu_B} \beta_j \sum_{i=1}^{\mu_A} \alpha_i (v_{ij})
\]

\[
= A_c(q(t)),
\]

where \(q(t) \in \Gamma = (\Gamma_A \times \Gamma_B)\) and \(v_{ij}\) denotes the vertices of \(\Gamma (i = 1, \ldots, \mu_A; j = 1, \ldots, \mu_B)\).

Also, the proposed control law induces the following set of linear behavior in state space:

\[
\mathcal{D} = \{ x(t) \in \mathbb{R}^n / -u_{\min} \leq Fx \leq u_{\max}, \ u_{\min}, u_{\max} \in \text{Int}\mathbb{R}_+^m \}.
\]

Note here that as long as the system states remain in the domain \(\mathcal{D}\), the linear behavior is guaranteed. Otherwise, the closed-loop system is given by

\[
\dot{x}(t) = A(q_A(t))\, x(t) + B(q_B(t))\, \text{sat}(Fx(t)).
\]

It is worth noticing that positive invariance of domain \(\mathcal{D}\) given by (2.15) with respect to motion of the closed-loop system (2.11) is the cornerstone to derive robust constrained regulators.

3. Preliminary results

This section recalls some results that will be used later. Firstly, a definition of the positive invariance concept is given. To do so, let us consider the free uncertain system given by

\[
\dot{z}(t) = H(q(t))\, z(t), \quad z(t) \in \mathbb{R}^m, \ q(t) \in \Gamma.
\]

**Definition 3.1.** A set \(S\) of \(\mathbb{R}^m\) is positively invariant with respect to motion of the system (3.1) if for every \(z_o(t_o) \in S, z(t, z_o, t_o) \in S\), for all \(q(t) \in \Gamma\), for all \(t > t_o\).

To give a solution to the stated problem, it is necessary to extend some results established without uncertainties to the case of uncertain systems. Let us recall these results, which consist of positive invariance conditions and a definition of a nonquadratic Lyapunov function. The extension will be studied afterwards. Positive invariance conditions are recalled as follows.
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Theorem 3.2 [3]. The domain $\mathcal{D}$ (2.15) is positively invariant with respect to system (2.10), if and only if there exist a matrix $H \in \mathbb{R}^{m \times m}$, such that

$$FA + FBF = HF,$$

$$\tilde{H}u \leq 0,$$

with

$$\tilde{H} = \begin{bmatrix} H_1 & H_2 \\ H_2 & H_1 \end{bmatrix}, \quad U = \begin{bmatrix} u_{\text{max}} \\ u_{\text{min}} \end{bmatrix},$$

where

$$H_1 = \begin{cases} h_{ll} & \text{for } l = k, \\ h_{ik}^+ & \text{for } l \neq k, \quad h_{ik}^- = \text{Sup}(h_{ik},0), \end{cases}$$

$$H_2 = \begin{cases} 0 & \text{for } l = k, \\ h_{ik}^- & \text{for } l \neq k, \quad h_{ik}^+ = \text{Sup}(-h_{ik},0). \end{cases}$$

Secondly, to present a nonquadratic Lyapunov function, consider the autonomous linear continuous-time system

$$\dot{z}(t) = Hz(t)$$

and the positive definite nonquadratic function

$$V(z) = \max_{i} \max \left\{ z_i^+ w_i^t, z_i^- w_i^- \right\},$$

$V(z)$ must satisfy the following necessary and sufficient conditions in order to be a Lyapunov function for the system (3.5).

Theorem 3.3 [3]. The function $V(z)$ given by (3.6) is a Lyapunov function of system (3.5) if and only if

$$\tilde{H}W \leq 0,$$

where $W^t = [w_1^t \quad w_2^t]$ with $w_1, w_2 \in \text{Int}\mathbb{R}_+^m$.

4. Main result

As previously stated, this section is devoted to the extension of the preliminary results presented in the previous section to the case of uncertain plants. This extension gives conditions for designing robust controllers in the presence of uncertainty and input limitations. The following lemma is fundamental to extend necessary and sufficient conditions for the positive invariance of the polyhedral domain:

$$\mathcal{D}_p = \{z \in \mathbb{R}^m / -p_2 \leq z \leq p_1, \quad p_1, p_2 \in \text{Int}\mathbb{R}_+^m\}$$

(4.1)
with respect to motion of the autonomous uncertain system
\[ \dot{z}(t) = H(q(t))z(t). \] (4.2)

**Lemma 4.1.** The set \( \mathbb{D}_P \) is positively invariant with respect to motion of system (4.2) if and only if it is positively invariant with respect to motion of system (4.2) at vertices \( v_{ij}, i = 1, \ldots, \mu_A, j = 1, \ldots, \mu_B \) of the set \( \Gamma \).

**Proof. Necessity.** It is obvious that if the domain is positively invariant for every \( q \), it is especially positively invariant at the vertices \( v_{ij}, i = 1, \ldots, \mu_A, j = 1, \ldots, \mu_B \).

**Sufficiency.** Suppose that \( \mathbb{D}_P \) is positively invariant with respect to motion of system (4.2) for \( q = v_{ij}, i = 1, \ldots, \mu_A, j = 1, \ldots, \mu_B \), then
\[ \dot{H}(v_{ij}) P \leq 0 \quad \text{with} \quad P = \begin{bmatrix} p_1^T & p_2^T \end{bmatrix}^T. \] (4.3)

Decomposing this inequality, it is possible to write
\[ H_1(v_{ij}) p_1 + H_2(v_{ij}) p_2 \leq 0, \] (4.4)
\[ H_2(v_{ij}) p_1 + H_2(v_{ij}) p_2 \leq 0, \] (4.5)
however according to the definition of matrices \( H_1 \) and \( H_2 \) given by (3.4), (4.4) can be written for \( l = 1, \ldots, m \) as
\[ h_{ll}(v_{ij}) p_l^1 + \sum_{k=1 \atop k \neq l}^m h_{lk}^+(v_{ij}) p_l^1 + \sum_{k=1 \atop k \neq l}^m h_{lk}^-(v_{ij}) p_l^2 \leq 0, \] (4.6)
multiplying every inequality by \( \alpha_i, \beta_j, i = 1, \ldots, \mu_A, j = 1, \ldots, \mu_B \), and summing on \( i \) and \( j \), leads to
\[ \sum_{j=1 \atop \mu_B}^{\mu_A} \sum_{i=1}^{\mu_A} \beta_j \alpha_i h_{ll}(v_{ij}) p_l^1 + \sum_{j=1 \atop \mu_B}^{\mu_A} \sum_{i=1}^{\mu_A} \sum_{k=1 \atop \mu_B}^{\mu_A} \sum_{k \neq l}^m \beta_j \alpha_i h_{lk}^+(v_{ij}) p_l^1 + \sum_{j=1 \atop \mu_B}^{\mu_A} \sum_{i=1}^{\mu_A} \sum_{k=1 \atop \mu_B}^{\mu_A} \sum_{k \neq l}^m \beta_j \alpha_i h_{lk}^-(v_{ij}) p_l^2 \leq 0, \] (4.7)
which is equivalent to write
\[ \sum_{j=1 \atop \mu_B}^{\mu_A} \sum_{i=1}^{\mu_A} \beta_j \alpha_i h_{ll}(v_{ij}) p_l^1 + \sum_{j=1 \atop \mu_B}^{\mu_A} \sum_{i=1}^{\mu_A} \sum_{k=1 \atop \mu_B}^{\mu_A} \sum_{k \neq l}^m \beta_j \alpha_i h_{lk}^+(v_{ij}) p_l^1 + \sum_{j=1 \atop \mu_B}^{\mu_A} \sum_{i=1}^{\mu_A} \sum_{k=1 \atop \mu_B}^{\mu_A} \sum_{k \neq l}^m \beta_j \alpha_i h_{lk}^-(v_{ij}) p_l^2 \leq 0. \] (4.8)

Using the definitions of \( h_{ij}^l \) and \( h_{ij}^r \) given in (3.4), it is possible to see that
\[
\left( \sum_{j=1 \atop \mu_B}^{\mu_A} \sum_{i=1}^{\mu_A} \beta_j \alpha_i h_{lk}^+(v_{ij}) \right)^+ \leq \sum_{j=1 \atop \mu_B}^{\mu_A} \sum_{i=1}^{\mu_A} \beta_j \alpha_i h_{lk}^+(v_{ij}),
\]
\[
\left( \sum_{j=1 \atop \mu_B}^{\mu_A} \sum_{i=1}^{\mu_A} \beta_j \alpha_i h_{lk}^-(v_{ij}) \right)^- \leq \sum_{j=1 \atop \mu_B}^{\mu_A} \sum_{i=1}^{\mu_A} \beta_j \alpha_i h_{lk}^-(v_{ij}),
\] (4.9)
then
\[
\sum_{j=1}^{\mu_B} \sum_{i=1}^{\mu_A} \beta_j \alpha_i h_{ll}(v_{ij}) p_1^j + \sum_{k=1}^{m} \left( \sum_{j=1}^{\mu_B} \sum_{i=1}^{\mu_A} \beta_j \alpha_i h_{lk}(v_{ij}) \right) p_1^k + \sum_{k=1}^{m} \left( \sum_{j=1}^{\mu_B} \sum_{i=1}^{\mu_A} \beta_j \alpha_i h_{lk}(v_{ij}) \right) p_2^k \leq 0.
\]
(4.10)

According to (2.5) and (2.6), the following result is obtained:
\[
H(q(t)) = \sum_{j=1}^{\mu_B} \sum_{i=1}^{\mu_A} \beta_j \alpha_i H(v_{ij}),
\]
(4.11)

therefore
\[
h_{ll}(q(t)) p_1^j + \sum_{k=1}^{m} h_{lk}^+(q(t)) p_1^k + \sum_{k=1}^{m} h_{lk}^-(q(t)) p_2^k \leq 0,
\]
(4.12)

hence
\[
H_1(q(t)) p_1 + H_2(q(t)) p_2 \leq 0.
\]
(4.13)

Using a similar reasoning, it is possible to prove that (4.5) leads to
\[
H_2(q(t)) p_1 + H_1(q(t)) p_2 \leq 0,
\]
(4.14)

which gives the sufficient condition
\[
\tilde{H}(q(t)) P \leq 0.
\]
(4.15)

Consequently, the set $\mathcal{D}_P$ is positively invariant with respect to motion of system (4.2) for all $q(t) \in \Gamma$. □

Now, it is possible to make the desired extension. Hence, let us consider the nonautonomous uncertain system (2.1) with constrained control (2.2). The application of the feedback control law (2.9) leads to the closed-loop system (2.11).

**Theorem 4.2.** The subset $\mathcal{D}_P$ (2.15) is positively invariant with respect to motion of the uncertain system (2.11) with constrained control (2.2) if and only if there exist matrices $H(v_{ij})$ for $i = 1, \ldots, \mu_A$, $j = 1, \ldots, \mu_B$, such that
\[
FA_i(v_{ij}) = H(v_{ij}) F, \quad (4.16)
\]
\[
\tilde{H}(v_{ij}) U \leq 0. \quad (4.17)
\]

**Proof.** Sufficiency. Assume that conditions (4.16) hold. By virtue of Theorem 3.2, the set $\mathcal{D}$ is positively invariant with respect to motion of system (2.11) at the vertices $v_{ij}$ for $i = 1, \ldots, \mu_A$, $j = 1, \ldots, \mu_B$. Further, consider the following change of coordinates:
\[
z = Fx, \quad (4.18)
\]
the system (2.11) becomes system (4.2), and \( \mathcal{D} \) is transformed as follows:

\[
\mathcal{D}_z = \{ z \in \mathbb{R}^m / -u_{\text{min}} \leq z \leq u_{\text{max}}, \ u_{\text{min}}, u_{\text{max}} \in \mathbb{R}_{+}^m \},
\]

(4.19)
hence \( \mathcal{D}_z \) is positively invariant with respect to motion of system (4.2) at the vertices \( \nu_{ij} \), for \( i = 1, \ldots, \mu_A, j = 1, \ldots, \mu_B \). Bearing in mind Lemma 4.1, \( \mathcal{D}_z \) is positively invariant with respect to system (4.2) for all \( q \in \Gamma \). Consequently, \( \mathcal{D} \) is positively invariant with respect to system (2.11) \( \forall q \in \Gamma \).

**Necessity.** Let \( \mathcal{D} \) be positively invariant with respect to system (2.11), so it is positively invariant at the vertices by using Lemma 4.1. Therefore, by virtue of Theorem 3.2, there exist matrices \( H(\nu_{ij}) \) satisfying conditions (4.16) for every \( i = 1, \ldots, \mu_A, j = 1, \ldots, \mu_B \). □

**Remark 4.3.** For the sequel, and without loss of generality, assume that the system is square, that is, \( n = m \). In fact if the system has \( n \) states and \( m \) inputs, \( m \leq n \), then the system is augmented with constrained fictitious inputs \( v \) [4]. The resulting system is then given by

\[
\dot{x}(t) = A(q(t))x(t) + B_a(q(t))\begin{bmatrix} u(t) \\ v(t) \end{bmatrix},
\]

(4.20)

\( B_a(q(t)) \) is the matrix \( B(q(t)) \) augmented by \( (n - m) \) null columns.

**Corollary 4.4.** The positive invariance of domain \( \mathcal{D} \) with respect to motions of system (4.20) with state-feedback matrix \( F \) satisfying condition (2.9) implies the asymptotic stability of system (4.20) for every \( x(0) \in \mathcal{D} \).

**Proof.** Assume that domain \( \mathcal{D} \) is positively invariant with respect to motion of system (4.20), then by virtue of the Theorem 4.2 and using the Lemma 4.1, we have

\[
FA_c(q(t)) = H(q(t))F,
\]

\[
\tilde{H}(q(t))U \leq 0,
\]

(4.21)

then using Theorem 3.3, the nonsymmetric nonquadratic function

\[
V(x) = \max_i \max \left\{ \frac{(Fx)^+}{u_{\text{max}}^i}, \frac{(Fx)^-}{u_{\text{min}}^i} \right\}
\]

(4.22)
is a common Lyapunov function of all stationary configuration of the uncertain system (2.11) for every \( q \in \Gamma \). Hence, the system (2.11) is asymptotically stable. □

5. Application to a pH process

Consider the pH control plant shown in Figure 5.1 (already presented in [29, 30]), which consists of a stirred tank where a solution of high concentration of the acid ClH is mixed with water to obtain a liquid of controlled pH. The mixture’s pH is measured using a pH-meter (Kent EIL9143), which presents appreciable inertia. Water is fed from a tank using a peristaltic pump, which produces a variable flow depending on the level of the liquid in
the tank (Figure 5.1). Variations in the dynamics due to changing flows, concentrations, and operating points make this system uncertain.

It can be seen in Figure 5.1 that the control scheme in this plant is based on acid flow control. However, the techniques presented now could be directly applied to other control structures such as base flow control [28], base flow control in the presence of buffer flow [6], or base and acid flow controls [13].

Although the modeling of pH-control processes is well studied [15], in our case it is only necessary to have a simplified model, based on first principles. Assuming that the input liquid is pure water, that the acid solution has constant concentration on ClH and there is perfect solution, mixing, and no buffering, the following model can be obtained [25]:

\[
M \frac{dN_d}{dt} = -q_o N_d - q_a N_d + q_a N_a, \\
\frac{dN^*_d}{\tau} = N_d - N^*_d, \\
\text{pH} = -\log_{10}(N^*_d),
\]

where \(\tau\) is the measurement time constant, \(M\) is the mass of the liquid in the tank, \(q_o\) is the acid mass flow, \(q_o\) is the liquid mass flow, \(N_d\) is the acid concentration in the tank, \(N^*_d\) is the measured concentration, and \(N_a\) is the input acid concentration. The objective of the control system is to maintain the pH of the liquid in the mixing tank on desired values, using the acid mass flow \((u)\) as the control variable. The model parameters were estimated using measured data.
The system can be represented by the following transfer function:

\[ G(s) = \frac{k}{(s - a)(s - b)}, \quad (5.2) \]

where the gain \( k \) and the time constant \( a \) are uncertain and the time constant \( b \) is supposed constant. Uncertainty in the plant was experimentally estimated: different experiments under the most extreme conditions were done (maximum and minimum flows, extreme values of pH, etc.) then the parameters were measured, using additional sensors where it was necessary (e.g., to evaluate the inlet flow range). The model was then linearized at these extreme points, and the extreme variations of gain and time constants selected as uncertainty in the model.

The system can be represented in state space by

\[ A = \begin{bmatrix} 0 & 1 \\ -ba & b + a \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ k \end{bmatrix}, \quad (5.3) \]

with constrained control \( u \) in \( \Omega \) given by (2.2), where \( u_{\text{max}} = 60 \), and \( u_{\text{min}} = 35 \).

It is experimentally known that the parameter \( b \) can be assumed to be constant \((b = -0.012725)\), as it suffers small variations which do not affect significantly the plant behavior. On the other hand, parameters \( a \) and \( k \) change greatly between working points, so they represent the parametric uncertainty. The parameter variations experimentally obtained were

\[ k \in \left[ -0.4649 \times 10^{-4}, -0.7449 \times 10^{-4} \right], \]
\[ a \in \left[ -0.25, -2 \right]. \quad (5.4) \]

Let

\[ a_0 = \frac{a_{\text{max}} + a_{\text{min}}}{2} \quad (\text{resp., } k_0 = \frac{k_{\text{max}} + k_{\text{min}}}{2}), \quad (5.5) \]

then any \( a \in [a_{\text{min}}, a_{\text{max}}] \) (resp., \( k \in [k_{\text{min}}, k_{\text{max}}] \)) can be written as \( a = a_0 + q_A \) (resp., \( k = k_0 + q_B \)), where \( -\delta a \leq q_A \leq \delta a \) (resp., \( -\delta k \leq q_B \leq \delta k \)) with

\[ \delta a = \frac{a_{\text{max}} - a_{\text{min}}}{2} \quad (\text{resp., } \delta k = \frac{k_{\text{max}} - k_{\text{min}}}{2}). \quad (5.6) \]

So, the form of the system becomes as (2.1), with

\[ A(q_A(t)) = \begin{bmatrix} 0 & 1 \\ -b(a_0 + q_A) & b + a_0 + q_A \end{bmatrix}, \quad B(q_B(t)) = \begin{bmatrix} 0 \\ k_0 + q_B \end{bmatrix}. \quad (5.7) \]

The vertices of domain of uncertainties are given by

\[ v_{11} = (0.875, 1.41 \times 10^{-5}), \quad v_{12} = (0.875, -1.41 \times 10^{-5}), \]
\[ v_{21} = (-0.875, 1.41 \times 10^{-5}), \quad v_{22} = (-0.875, -1.41 \times 10^{-5}). \quad (5.8) \]
The nominal system can be given by (2.10), where

\[
A_0 = \begin{bmatrix} 0 & 1 \\ -ba_0 & b+a_0 \end{bmatrix}, \quad B_0 = \begin{bmatrix} 0 \\ k_0 \end{bmatrix}.
\]  

(5.9)

Therefore, to assign two new eigenvalues to the closed-loop system, and without loss of
generality, the system is augmented with fictitious constrained input \(v\). This augmented
system is given by

\[
\dot{x}(t) = A_0x(t) + B_0a \begin{bmatrix} u \\ v \end{bmatrix},
\]  

(5.10)

\(B_{0a}\) is the matrix \(B_0\) augmented by \((n-m)\) null columns, that is,

\[
B_{0a} = \begin{bmatrix} 0 & 0 \\ k_0 & 0 \end{bmatrix}.
\]  

(5.11)

Constraints on the fictitious control \(v\) are given by (2.2) with \(v_{\text{max}} = 40\), and \(v_{\text{min}} = 50\).
In order to design a stabilizing controller for the nominal system, we use the so-called
“inverse procedure” [1]. For this the matrix,

\[
H_0 = \begin{bmatrix} -0.0130 & -0.0070 \\ 0 & -1.1245 \end{bmatrix}
\]  

(5.12)

is selected satisfying conditions (3.2), then the algebraic equation \(XA_0 + XB_{0a}X = H_0X\) is
solved. Resolution of this equation leads to the following augmented regulator:

\[
F_a = 10^3 \begin{bmatrix} 0.0050 & -0.0037 \\ -0.0170 & -1.3107 \end{bmatrix}.
\]  

(5.13)

Matrices \(H(v_{ij})\) for \(i=1,2, j=1,2\) can be calculated as solutions of the equations \(F_aA(v_i) + F_aB_a(v_j)F_a = X(v_{ij})F_a\). It is easy to check that condition (4.17), that is,

\[
\tilde{H}(v_{ij}) U_a \leq 0, \quad U_a = \begin{bmatrix} u_{\text{max}}^T & v_{\text{max}}^T \\ u_{\text{min}}^T & v_{\text{min}}^T \end{bmatrix}^T,
\]  

(5.14)

is satisfied for all \(v_{ij}, i=1,2; j=1,2\). Hence, the computed regulator \(F_a\) is robust. Notice
here that for the effective control, the feedback signal can be extracted from \(F_a\) as

\[
F = \begin{bmatrix} 5 & -3.7 \end{bmatrix}.
\]  

(5.15)

Figure 5.2 shows the evolution of the uncertain parameters \(a\) and \(k\) in time, the state
vector evolution form initial condition \(x_0 = [0.02 \quad 0.03]^T\), and the control evolution.
It can be seen that robust regulation is achieved with respected control constraints.

6. Conclusions

This work has presented a solution to a control problem frequently found in process con-
trol, specially in pH control applications: the design of a linear controller for an uncertain
plant with constrained inputs. This solution is based on using the concept of positive invariance for linear systems, extending this concept to the uncertain continuous-time case. Hence, necessary and sufficient conditions are derived enabling the designer to construct robust constrained controllers. It has been shown that those controllers can be designed by selecting the desired closed-loop performance, followed by computing the solution of an algebraic equation for the nominal system, and, finally checking the conditions of robustness at the vertices of the convex set of perturbations.

As an example, a laboratory pH process has been studied, showing that it is possible to model the uncertainty from a first-principle model. Based on this uncertainty and the physical constraints, the application of the method to calculate a robust controller has been shown. Application of this regulator to the pH process leads to asymptotic stability with admissible robust control. It must be pointed out that although the proposed technique was prompted by the pH control problem, the technique can also be applied to a wide area of practical control problems where constraints are present and the linear model is not perfectly known, such as many systems in process control, robotics, flight control, irrigation, and so forth.

Finally, it can be argued that the choice of matrix $H$ in this technique is done by trial and error: this can be restrictive and can generate a large computational load. However, it introduces a large degree of freedom that can be very useful for the control engineering
in the sense that any spectrum can be assigned by this choice: by changing matrix $H$, directions of the pole assignment are changed, and different closed-loop performances can be achieved [5].
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