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1. Introduction

One of main goals in population dynamics is to understand the dynamical relationship between predator and prey. Such relationship can be represented as the functional response which refers to the change in the density of prey attached per unit time per predator as the prey density changes. Holling [1] gave three different kinds of functional response for different kinds of species to model the phenomena of predation. These functional responses are monotonic in the first quadrant. But, some experiments and observations indicate that nonmonotonic response occurs at a level [2]. To model such an inhibitory effect, Andrews [2] had suggested a function

\[ p(x) = \frac{mx}{a + bx + x^2} \]  \hspace{1cm} (1.1)

called the Monod-Haldane function. Sokol and Howell [3] had proposed a simplified Monod-Haldane function having the form

\[ p(x) = \frac{mx}{a + x^2} \]  \hspace{1cm} (1.2)
Thus, the Monod-Haldane type predator-prey model can be described by the following differential equation [1, 4–7]:

\[
x'(t) = rx(t) \left(1 - \frac{x(t)}{K}\right) - \frac{x(t)y(t)}{1 + ex^2(t)},
\]

\[
y'(t) = -dy(t) + \frac{cx(t)y(t)}{1 + ex^2(t)},
\]

where \(x(t)\) and \(y(t)\) represent population densities of prey and predator at time \(t\). All parameters are positive constants. Usually, \(r\) is the intrinsic growth rate of the prey, \(K\) is the carrying capacity of the prey, the constant \(d\) is the death rate of the predator, \(c\) is the rate of conversion of a consumed prey to a predator and \(e\) measures the level of prey interference with predation.

As well known, there are a number of factors in the environment, which vary with changing seasons and affect various parameters in the ecological models. In fact, countless organisms live in seasonally or diurnally forced environments. For the reason, it is necessary and important to consider models with periodic ecological parameters. There are several ways to apply periodic perturbation in an ecological model [8–10]. In this paper we consider the intrinsic growth rate \(r\) in the model (1.3) as periodically varying function of time due to seasonal variation. The seasonality is superimposed as follows:

\[
r_0 = r(1 + \epsilon \sin(\omega t)),
\]

where the parameter \(\epsilon\) represents the degree of seasonality, \(\lambda = re\) is the magnitude of the perturbation in \(r_0\), and \(\omega\) is the angular frequency of the fluctuation caused by seasonality.

Moreover, there are still some other perturbations such as fire, flood, harvesting seasons, and so forth, that are not suitable to be considered continually. These impulsive perturbations bring sudden change to the model. Thus, it is natural to assume that these perturbations act instantaneously, that is, in the form of impulse [11–16].

In this paper, with the ideas discussed above, we consider the following predator-prey system with periodic constant impulsive immigration of the predator and periodic variation in the intrinsic growth rate of the prey:

\[
x'(t) = rx(t) \left(1 - \frac{x(t)}{K}\right) - \frac{x(t)y(t)}{1 + ex^2(t)} + \lambda x(t) \sin(\omega t),
\]

\[
y'(t) = -dy(t) + \frac{cx(t)y(t)}{1 + ex^2(t)}, \quad t \neq n\tau,
\]

\[
\Delta x(t) = 0,
\]

\[
\Delta y(t) = p, \quad t = n\tau,
\]

\[
(x(0^+), y(0^+)) = (x_0, y_0),
\]

where \(\Delta z(t) = z(t^+) - z(t)\), \(\tau\) is the period of the impulsive immigration or stock of the predator, \(p\) is the size of immigration or stock of the predator. The parameters \(\lambda\) and \(\omega\)
represent the amplitude and frequency of the forcing term, respectively. When \( \lambda = 0 \) and \( p = 0 \), system (1.5) coincides with (1.3).

Impulsive control methods can be found in almost every field of applied sciences. The theoretical investigation and its application can be found in Bainov and Simeonov [17] and Lakshmikantham et al. [18]. Furthermore, the impulsive differential equations dealing with population dynamics are literate in [9, 13, 14, 16, 19–23]. Especially, Zhang et al. [22] studied system (1.5). They investigated the abundance of complex dynamics of system (1.5) and suggested a more executable way for observing chaos and coexistence of attractors by using numerical simulations. Thus, the purpose of this paper is to investigate dynamical behaviors of system (1.5) theoretically. In this context, we find conditions for the local and global stabilities of pest-free periodic solutions and for the permanence of system (1.5) by using the Floquet theory and comparison techniques. Moreover, numerical simulations for the effects of periodic forcing and impulsive perturbations are illustrated.

2. Notations and Lemmas

In this section, we give some notations, definitions and lemmas which will be useful for our main results.

Let \( \mathbb{R}_+ = [0, \infty), \mathbb{R}_+^* = (0, \infty), \) and \( \mathbb{R}_+^2 = \{ (x, y) \in \mathbb{R}^2 : x, y \geq 0 \} \). Denote \( \mathbb{N} \) the set of all of nonnegative integers and \( F = (F_1, F_2)^T \) the right hand side of the model (1.5). Let \( V : \mathbb{R}_+ \times \mathbb{R}_+^2 \to \mathbb{R}_+ \), then \( V \) is said to be in a class \( V_0 \) if

1. \( V \) is continuous on \( ((n - 1)\tau, n\tau] \times \mathbb{R}_+^2 \), and \( \lim_{(t, y) \to (n\tau, x), t > n\tau} V(t, y) = V(n\tau^+, x) \) exists.
2. \( V \) is locally Lipschitzian in \( x \).

**Definition 2.1.** Let \( V \in V_0, (t, x) \in ((n - 1)\tau, n\tau] \times \mathbb{R}_+^2 \). The upper right derivatives of \( V(t, x) \) with respect to the impulsive differential system (1.5) is defined as

\[
D^+ V(t, x) = \lim_{h \to 0^+} \sup \frac{1}{h} [V(t + h, x + hf(t, x)) - V(t, x)].
\]

**Remark 2.2.** (1) The solution of system (1.5) is a piecewise continuous function \( x : \mathbb{R}_+ \to \mathbb{R}_+^2 \). That is, \( x(t) \) is continuous on \( ((n - 1)\tau, n\tau] \), \( n \in \mathbb{N} \) and \( x(n\tau^+) = \lim_{t \to n\tau^+} x(t) \) exists.

(2) The smoothness properties of \( f \) guarantees the global existence and uniqueness of solution of system (1.5); see \([18]\) for the details.

We will use the following important comparison theorem on an impulsive differential equation \([18]\).

**Lemma 2.3 (Comparison theorem).** Suppose \( V \in V_0 \) and

\[
D^+ V(t, x) \leq g(t, V(t, x)), \quad t \not\equiv n\tau, \\
V(t, x(t^n)) \leq q_n(V(t, x)), \quad t = n\tau,
\]

\([22]\).
Lemma 2.5. The positive octant $(\mathbb{R}^*_+)^2$ is an invariant region for system (1.5).
Proof. Let \((x(t), y(t)) : [0, t_0) \rightarrow \mathbb{R}^2\) be a solution of system (1.5) with a strictly positive initial value \((x_0, y_0)\). By Lemma 2.4, we can obtain that, for \(0 \leq t < t_0\),

\[
\begin{align*}
x(t) & \geq x_0 \exp \left( \int_0^t g_1(s)ds \right), \\
y(t) & \geq y_0 \exp \left( \int_0^t g_2(s)ds \right),
\end{align*}
\]

(2.6)

where \(g_1(s) = r(1-x(s)/K-y(s))\) and \(g_2(s) = -d\). Thus, \(x(t)\) and \(y(t)\) remain strictly positive on \([0, t_0)\).

Now, we give the basic properties of the following impulsive differential equation

\[
\begin{align*}
y'(t) &= -dy(t), \quad t \neq n\tau, \\
y(t^+) &= y(t) + p, \quad t = n\tau, \\
y(0^+) &= y_0.
\end{align*}
\]

(2.7)

Then we can easily obtain the following results.

**Lemma 2.6.** (1) \(y^*(t) = p \exp(-d(t - (n-1)\tau))/(1 - \exp(-d\tau)), \ t \in ((n-1)\tau, n\tau], \ n \in \mathbb{N}\) and \(y^*(0^*) = p/(1 - \exp(-d\tau))\) is a positive periodic solution of (2.7).

(2) \(y(t) = (y(0^*) - p/(1 - \exp(-d\tau))) \exp(-d\tau) + y^*(t)\) is the solution of (2.7) with \(y_0 \geq 0, \ t \in ((n-1)\tau, n\tau]\) and \(n \in \mathbb{N}\).

(3) All nonnegative solutions \(y(t)\) of (2.7) tend to \(y^*(t)\). That is, \(|y(t) - y^*(t)| \rightarrow 0\) as \(t \rightarrow \infty\).

It is from Lemma 2.6(3) that the general solution \(y(t)\) of (2.7) can be synchronized with the positive periodic solution \(y^*(t)\) of (2.7) for sufficiently large \(t\) and we can obtain the complete expression for the prey-free periodic solution of system (1.5):

\[
(0, y^*(t)) = \left(0, \frac{p \exp(-d(t - n\tau))}{1 - \exp(-d\tau)}\right) \quad \text{for} \ t \in ((n-1)\tau, n\tau].
\]

(2.8)

The boundness of the solutions of system (1.5) was proven by [22] as follows.

**Theorem 2.7** (see [22]). There is an \(R > 0\) such that \(x(t), y(t) \leq R\) for all \(t\) large enough, where \((x(t), y(t))\) is a solution of the model (1.5).

### 3. Main Theorems

#### 3.1. Stability of Pest-Free Periodic Solutions

First, we present a condition which guarantees the stability for the prey-free periodic solution \((0, y^*(t))\).
Theorem 3.1. If \( d\tau + d\lambda((1 - \cos(\omega\tau))/\omega) < p \), then the pest-free periodic solution \((0, y^*(t))\) is locally asymptotically stable. Moreover, if \( d\tau(r + \lambda)(r^2 + eK^2(r + \lambda)^2)/r^2 < p \), then the solution \((0, y^*(t))\) is globally asymptotically stable.

Proof. The local stability of the periodic solution \((0, y^*(t))\) can be determined by considering the behavior of small amplitude perturbations of the solution. Define \( x(t) = u(t), y(t) = y^*(t) + v(t) \). Then they may be written as

\[
\begin{pmatrix}
    u(t) \\
    v(t)
\end{pmatrix} = \Phi(t) \begin{pmatrix}
    u(0) \\
    v(0)
\end{pmatrix}, \quad 0 \leq t \leq \tau,
\]

where \( \Phi(t) \) satisfies

\[
\frac{d\Phi}{dt} = \begin{pmatrix}
    r + \lambda \sin(\omega t) - y^*(t) & 0 \\
    qy^*(t) & -d
\end{pmatrix} \Phi(t)
\]

and \( \Phi(0) = I \), where \( I \) is the identity matrix. The linearization of the third and fourth equation of system (1.5) becomes

\[
\begin{pmatrix}
    u(n\tau^+) \\
    v(n\tau^+)
\end{pmatrix} = \begin{pmatrix}
    1 & 0 \\
    0 & 1
\end{pmatrix} \begin{pmatrix}
    u(n\tau) \\
    v(n\tau)
\end{pmatrix}.
\]

Note that all eigenvalues of \( S = \begin{pmatrix}
    1 & 0 \\
    0 & 1
\end{pmatrix} \Phi(\tau) \) are \( 0 < \mu_1 = \exp(-d\tau) < 1 \) and \( 0 < \mu_2 = \exp(\int_0^\tau r + \lambda \sin(\omega t) - y^*(t)dt) \). Since \( \int_0^\tau y^*(t)dt = p/d \), the condition \( \mu_2 < 1 \) is equivalent to the equation

\[
r\tau + \lambda \left( \frac{1 - \cos(\omega\tau)}{\omega} \right) - \frac{p}{d} < 0.
\]

According to Floquet theory [17, 18], \((0, y^*(t))\) is locally stable.

Next, to prove the global stability of \((0, y^*(t))\), let \((x(t), y(t))\) be any solution of system (1.5). Simple calculations yield that \((1 - \cos(\omega\tau))/\omega < \tau \). So, under the condition \( d\tau(r + \lambda)(r^2 + eK^2(r + \lambda)^2)/r^2 < p \), we know that \((0, y^*(t))\) maintains the local stability and can take a sufficiently small number \( \epsilon > 0 \) satisfying

\[
\zeta = \exp \left( (r + \lambda + \epsilon_1)\tau - \frac{pr^2}{d(r^2 + eK^2(r + \lambda + r^2\epsilon_1)^2)} \right) < 1.
\]
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It follows from the first equation in (1.5) that \( x'(t) \leq x(t)(r + \lambda - (r/K)x(t)) \) for \( t \neq n\tau \). Then, from Lemma 2.3, we have \( x(t) \leq v(t) \), where \( v(t) \) is a solution of the following impulsive differential equation:

\[
v'(t) = v(t)\left(r + \lambda - \frac{r}{K}v(t)\right), \quad t \neq n\tau, \tag{3.6}
\]

\[
\Delta v(t) = 0, \quad t = n\tau, \tag{3.6a}
\]

\[
v(0^+) = x(0^+). \tag{3.6b}
\]

Since \( v(t) \to K(r + \lambda)/r \) as \( t \to \infty \), \( x(t) \leq K(r + \lambda)/r + \epsilon_1 \) for any \( \epsilon_1 > 0 \) with \( t \) large enough. For simplicity we may assume that \( x(t) \leq K(r + \lambda)/r + \epsilon_1 \) for all \( t > 0 \). Since \( y'(t) \geq -dy(t) \) for \( t \neq n\tau \), we can obtain from Lemmas 2.3 and 2.6 that

\[
y(t) > y'(t) - \epsilon_1 \tag{3.7}
\]

for \( t \) sufficiently large. Without loss of generality, we may assume that (3.7) holds for all \( t \geq 0 \). From (1.5) and (3.7) we obtain

\[
x'(t) \leq x(t)\left(r + \lambda - \frac{(y^*(t) - \epsilon_1)}{1 + e(K(r + \lambda)/r + \epsilon_1)^2}\right), \quad t \neq n\tau, \tag{3.8}
\]

\[
\Delta x(t) = 0, \quad t = n\tau. \tag{3.8a}
\]

Integrating (3.8) on \((n-1)\tau, n\tau]\), we get \( x(n\tau) \leq x((n-1)\tau)\xi^n \) and thus \( x(n\tau) \leq x(0^+)\xi^n \) which implies that \( x(n\tau) \to 0 \) as \( n \to \infty \). Further, for \( t \in ((n-1)\tau, n\tau]\), we obtain

\[
x(t) \leq x((n-1)\tau^+) \exp\left(\int_{(n-1)\tau}^{t} r + \lambda - \frac{(y^*(t) - \epsilon_1)}{1 + e(K(r + \lambda)/r + \epsilon_1)^2} dt\right) \tag{3.9}
\]

\[
\leq x((n-1)\tau) \exp((r + \lambda + \epsilon_1)\tau)
\]

which implies that \( x(t) \to 0 \) as \( t \to \infty \). Now, take a sufficiently small numbers \( \epsilon_2 > 0 \) satisfying \( c\epsilon_2 < d \) to prove that \( y(t) \to y^*(t) \) as \( t \to \infty \). Since \( \lim_{t \to \infty} x(t) = 0 \), we may assume that \( x(t) \leq \epsilon_2 \) for all \( t \geq 0 \). It follows from the second equation in (1.5) that, for \( t \neq n\tau \),

\[
y'(t) \leq y(t)(-d + c\epsilon_2). \tag{3.10}
\]

Thus, by Lemma 2.3, we induce that \( y(t) \leq \tilde{y}^*(t) \), where \( \tilde{y}^*(t) \) is the solution of (2.7) with \( d \) changed into \( d + c\epsilon_2 \). Therefore, by taking sufficiently small \( \epsilon_2 \), we obtain from Lemma 2.6 and (3.7) that \( y(t) \) tends to \( y^*(t) \) as \( t \to \infty \).

Remark 3.2. Since \((1 - \cos(\omega\tau))/\omega \leq \tau \), we can obtain a condition without \( \omega \) that \((0, y^*(t)) \) is locally stable. In other words, if the condition \((r + \lambda)d\tau < p \) holds, then the prey-free periodic solution \((0, y^*(t)) \) is locally stable. Now, in order to substantiate our theoretical results, let
Figure 1: (a)-(b) Time series of $x$ and $y$ when $p = 34$ and $(x_0, y_0) = (0.5, 7)$ and (c)-(d) time series of $x$ and $y$ when $p = 34$ and $(x_0, y_0) = (100, 100)$.

Figure 2: (a)-(b) Time series of $x$ and $y$ when $p = 10$ and $(x_0, y_0) = (0.5, 7)$ and (c)-(d) time series of $x$ and $y$ when $p = 10$ and $(x_0, y_0) = (100, 100)$. 
\[ r = 6, K = 19, d = 0.1, c = 0.025, e = 0.01, \omega = 2\pi, \lambda = 1, \text{ and } \tau = 8. \] It follows from Theorem 3.1 that system (1.5) is locally stable if the condition \( p > 4.8 \) holds and is globally stable if the condition \( p > 33.11 \) holds (see Figure 1). Further, Figure 2 indicates that system (1.5) may be globally stable even if \( 4.8 < p < 33.11 \).

### 3.2. Permanence

Before discussing permanence we set up its definition.

**Definition 3.3.** System (1.5) is permanent if there exist \( M \geq m > 0 \) such that any solution \((x(t), y(t))\) of system (1.5) with \( x_0 > 0, y_0 > 0 \) satisfies

\[
m \leq \lim \inf_{t \to \infty} x(t) \leq \lim \sup_{t \to \infty} x(t) \leq M, \quad m \leq \lim \inf_{t \to \infty} y(t) \leq \lim \sup_{t \to \infty} y(t) \leq M. \tag{3.11}
\]

**Theorem 3.4.** System (1.5) is permanent if \((r - \lambda) d\tau > p\).

**Proof.** Let \((x(t), y(t))\) be a solution of system (1.5) with \( x_0 > 0 \) and \( y_0 > 0 \). From Theorem 2.7, we may assume that \( x(t) \leq M, \ y(t) \leq M, \ t \geq 0, \text{ and } M > r - \lambda \). Let \( m_2 = p \exp(-d\tau)/(1 - \exp(-d\tau)) - e_2, \ e_2 > 0 \). From the second and the forth equations of system (1.5), we obtain that \( y'(t) \geq -dy(t) \) when \( t \neq n\tau \) and \( y(n\tau^+) = y(n\tau) + p \). So, it follows from Lemma 2.6 that \( y(t) \geq m_2 \) for all \( t \) that are large enough. Now we will find an \( m_1 > 0 \) such that \( x(t) \geq m_1 \) for all \( t \) that are large enough. To do this we will take the following two steps.

**Step 1.** Since \((r - \lambda) d\tau > p\), we can choose \( m_3 > 0, e_1 > 0 \) small enough such that \( \delta = cm_3 < d \) and \( \eta = (r - \lambda - e_1 - (r/K)m_3)\tau - p/(d - \delta) > 0 \). Suppose that \( x(t) < m_3 \) for all \( t \). Then it follows from (1.5) that \( y'(t) \leq y(t)(-d + \delta) \). By Lemma 2.3, we have \( y(t) \leq u(t) \) and \( u(t) \to u^*(t) \) as \( t \to \infty \), where \( u(t) \) is a solution of

\[
\begin{align*}
u'(t) &= (-d + \delta)u(t), \quad t \neq n\tau, \\
u(t^+) &= u(t) + p, \quad t = n\tau, \\
u(0^+) &= u_0 > 0,
\end{align*}
\]

and \( u^*(t) = p \exp((-d + \delta)(t - n\tau))/(1 - \exp((-d + \delta)\tau)), \ t \in ((n - 1)\tau, n\tau]. \) Then there exists \( \tau_1 > 0 \) such that, for \( t \geq \tau_1 \), \( y(t) \leq u(t) \leq u^*(t) + e_1 \) and

\[
x'(t) = x(t) \left( r + \lambda \sin(\omega t) - \frac{r}{K} x(t) - \frac{y(t)}{1 + e x^2(t)} \right) \\
\geq x(t) \left( r - \lambda - \frac{r}{K} m_3 - y(t) \right) \\
\geq x(t) \left( r - \lambda - \frac{r}{K} m_3 - (u^*(t) + e_1) \right). \tag{3.13}
\]
Let $N_1 \in \mathbb{N}$ and $N_1 \tau \geq \tau_1$. Integrating (3.13) on $((n-1)\tau,n\tau)$, $n \geq N_1$, we obtain $x(n\tau) \geq x((n-1)\tau) \exp\left(\int_{(n-1)\tau}^{n\tau} -\lambda - (r/K)m_3 - (u^*t + \epsilon_1)dt\right) \geq x((n-1)\tau^+) \exp(\eta)$. Then $x((N_1+k)\tau) \geq x(N_1\tau^+) \exp(k\eta) \to \infty$ as $k \to \infty$ which is a contradiction to Theorem 2.7. Hence there exists a $t_1 > 0$ such that $x(t_1) \geq m_3$.

Step 2. If $x(t) \geq m_3$ for all $t > t_1$, then the proof is complete. If not, let $t^* = \inf\{t : t > t_1, x(t) < m_3\}$. Then $x(t) \geq m_3$ for $t \in (t_1, t^*)$ and, by the continuity of $x(t)$, we have $x(t^*) = m_3$. Suppose that $t^* \in [n_1\tau, (n_1 + 1)\tau)$ for some $n_1 \in \mathbb{N}$. Since $M > r - \lambda$ and $m_3 > 0$ is small enough, we may assume that $\eta_1 \equiv r - \lambda - (r/K)m_3 - M < 0$. Select $n_2, n_3 \in \mathbb{N}$ such that $n_2\tau > \log(e_1/(M+p))/(-\delta)$ and $x(n_2\tau, n_3\tau)$.

Case 1. For all $t \in (t^*, (n_1 + 1)\tau]$, $x(t) < m_3$.

In this case, we will show that there exists $t' \in [(n_1 + 1)\tau, (n_1 + 1)\tau + T]$ such that $x(t') \geq m_3$. If not, we have $x(t) < m_3$ for all $t \in [(n_1 + 1)\tau, (n_1 + 1 + n_2 + n_3)\tau)$. Then $x(t) < m_3$ for all $t \in (t^*, (n_1 + 1 + n_2 + n_3)\tau)$. It follows from (1.5) that $y'(t) \leq (-\delta + cm_3)y(t) = (-\delta + \delta)y(t)$ for $t \neq n\tau$. By (3.12) with $u((n_1 + 1)\tau^+) = y((n_1 + 1)\tau^+)$, we have

$$u(t) = \left( u((n_1 + 1)\tau^+) - \frac{p}{1 - \exp(-\delta)} \right) \exp((-\delta)\tau - (n_1 + 1)\tau) + u^*(t)$$

(3.14)

for $t \in (n\tau, (n+1)\tau]$, $n_1 + 1 \leq n \leq n_1 + n_2 + n_3$. So we get $|u(t) - u^*(t)| \leq (M+p) \exp((-\delta)\tau) < \frac{3}{\epsilon_1}$. Thus, from Lemma 2.3, we obtain $y(t) \leq u(t) \leq u^*(t) + \epsilon_1$ for $t \in [(n_1 + 1 + n_2 + n_3)\tau, (n_1 + 1 + n_2 + n_3)\tau]$. In the same manner as (3.13), it follows that $x(t) \geq x(t)(r - \lambda - (r/K)m_3 - (u^* + \epsilon_1))$ for $t \in [(n_1 + 1 + n_2)\tau, (n_1 + 1 + n_2 + n_3)\tau)$. As in Step 1, we have

$$x((n_1 + 1 + n_2 + n_3)\tau) \geq x((n_1 + 1 + n_2)\tau) \exp(n_3\eta).$$

(3.15)

Since $y(t) \leq M$, we obtain $x^2(t) = x(t)(r - \lambda \sin(\omega t) - (r/K)x(t) - y(t)/(1 + ex^2(t))) \geq x(t)(r - \lambda - (r/K)m_3 - M) = \eta_1 x(t)$ for all $t \in (t^*, (n_1 + 1 + n_2)\tau]$. Integrating this on $[t^*, (n_1 + 1 + n_2)\tau]$, we obtain

$$x((n_1 + 1 + n_2)\tau) \geq x(t^*) \exp(\eta_1(1 + n_2 + n_3)\tau - t^*) \geq m_3 \exp(\eta_1(n_2 + 1)\tau).$$

(3.16)

Thus $x((n_1 + 1 + n_2 + n_3)\tau) \geq m_3 \exp(\eta_1(n_2 + 1)\tau) > m_3$ which is a contradiction. Now, let $\bar{t} = \inf\{t : t > t^*, x(t) > m_3\}$. Then $x(t) \leq m_3$ for $t^* < t < \bar{t}$ and $x(\bar{t}) = m_3$. So, we have, for $t \in (t^*, \bar{t})$, $x'(t) \geq x(t)(r - \lambda - (r/K)m_3 - M)$. By the integration of it on $[t^*, \bar{t}](t^* \leq t \leq \bar{t})$, we can get that $x(t) \geq x(t^*) \exp(\eta_1(t - t^*)) \geq m_3 \exp(\eta_1(1 + n_2 + n_3)\tau) = m_1$. For $t > \bar{t}$, the same arguments can be continued since $x(\bar{t}) \geq m_3$.

Case 2. There exists a $t' \in (t^*, (n_1 + 1)\tau]$ such that $x(t') \geq m_3$.

Let $\bar{t}' = \inf\{t : t > t', x(t) > m_3\}$. Then $x(t) \leq m_3$ for $t \in (t', \bar{t}')$ and $x(\bar{t}') = m_3$. For $t \in (t', \bar{t}')$, $x'(t) \geq x(t)(r - \lambda - (r/K)m_3 - M)$.

Integrating this on $[t', \bar{t}](t' \leq t \leq \bar{t}')$, we can get that $x(t) \geq x(t^*) \exp(\eta_1(t - t^*)) \geq m_3 \exp(\eta_1) \geq m_1$ for $t > \bar{t}$. The same arguments can be continued since $x(\bar{t}') \geq m_3$. 
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Figure 3: Regions induced from Theorems 3.1 and 3.4. (a) $\lambda = 0$, (b) $\lambda = 1$, (c) $\lambda = 4$, (d) $\lambda = 6$.

So we know that $x(t) \geq m_1$ for $t_1 \leq t \leq t_2 = \min \{T, t\}$ since $m_3 \geq m_1$. Moreover, the same arguments as Step 2 can be continued since $x(t_2) \geq m_3$. Thus we obtain $x(t) \geq m_1$ for $t \geq t_1$. Therefore, we complete the proof.

Remark 3.5. We illustrate Figures 5 and 9 as numerical examples of Theorem 3.4. Now assume that $\sin(\omega \tau) \geq 0$ to improve slightly the result of Theorem 3.4. Then, by (1.5), we obtain that

$$x'(t) = x(t) \left( r + \lambda \sin(\omega t) - \frac{r}{K} x(t) - \frac{y(t)}{1 + e^x(t)} \right) \geq x(t) \left( r + \lambda \sin(\omega t) - \frac{r}{K} m_3 - (u^*(t) + e_1) \right).$$

(3.17)

Note that $\int_{(n-1)\tau}^{n\tau} \sin(\omega t) dt = -(1/\omega)(\cos(n\omega \tau) - \cos((n-1)\omega \tau)) \geq -(2/\omega) \sin(\omega \tau/2)$ since $\sin(\omega \tau) \geq 0$. Thus, using these facts and the method used to prove Theorem 3.4, we get the following Corollary.

**Corollary 3.6.** Suppose that $\sin(\omega \tau) \geq 0$. Then system (1.5) is permanent if $d\tau - 2d\lambda \sin(\omega \tau/2)/\omega > p$. 
4. Numerical Analysis on Seasonal Effects and Impulsive Perturbations

In this section, we will investigate the influence of periodic forcing and impulsive perturbations. We fix the parameters and an initial condition as follows:

\[ r = 6, \quad K = 19, \quad d = 0.1, \quad c = 0.025, \quad e = 0.01, \quad \omega = 2\pi, \quad x_0 = 0.5, \quad y_0 = 7. \]  

(4.1)

From [5], we know that system (1.3) has an unstable positive equilibrium and a unique stable limit cycle. Zhang et al. [22] have already studied the abundant dynamical behaviors of system (1.5) under the same setting of parameters. Here, we focus on the permanence condition and the control strategy for the population densities of the prey and the predator. Using Theorems 3.1 and 3.4, we display the permanence and stability regions for fixed parameter \( \lambda \) shown in Figure 3. First, we assume \( \lambda = 0 \). It follows from Theorems 3.1 and 3.4 that the equation \( \tau = p/rd = p/0.6 \) is the border line (see Figure 3(a)), which completely separates the permanence and stability regions. If we consider the prey as a pest and the predator as an enemy of the prey, we should release the predator frequently and abundantly in the aim of exterminating the pest. Or if we regard the prey as a rare variety to be protected, the impulsive perturbations of the predator should occur at rare intervals and their quantity should be very small. Figure 3(a) explains well such situation. For instance, let \( \tau = 8 \) and \( \lambda = 0 \); it follows from Theorems 3.1 and 3.4 that if \( p < p_1(\approx 4.8) \) the prey and the predator coexist, but the prey is extinct after \( p > p_1 \) (see Figure 4).

To study the seasonal effects on the prey, we suppose \( \lambda \neq 0 \). In this case, the area of unknown region increases according to the value of \( \lambda \) (see Figure 3). Let \( p \) and \( \tau \) be in the unknown region. Then we know from Figures 6 and 7 that two species coexist if \( p < p_2(\approx 4.8) \), otherwise the prey is extinct. One of interesting things in Figures 4, 6, and 7 is that the fluctuations of the density of the predator are smaller than those of the prey for small \( p \), even though there is the influx of the predator periodically. However, the fluctuations of the prey diminish according to \( \lambda \). These facts suggest that releasing the predator on purpose to increase its density may have no effect. On the other hand, abundant releasing and frequent loosing of the predator can cause destroying the prey and eventually the ecosystem. As
Figure 5: (a) Phase portrait of system (1.5) with $\tau = 4$ and $\lambda = 0$ and $p = 0.3$, (b) and (c) Time series of $x$ and $y$.

Figure 6: Bifurcation diagrams of system (1.5) with $\tau = 8$ and $\lambda = 1$. (a) $x$ is plotted for $p$, (b) $y$ is plotted for $p$.

Figure 7: Bifurcation diagrams of system (1.5) with $\tau = 8$ and $\lambda = 4$. (a) $x$ is plotted for $p$, (b) $y$ is plotted for $p$. 
shown in Figure 8, we figure out that the longer the period $\tau$ is, the larger the permanence region is and the smaller the stability region is if $\tau$ is not a positive integer.

It means that we should release the predator within a short period to eradicate the prey. On the contrary, impulsive perturbations of the predator should be occurred at long-time intervals for the coexistence of the prey and the predator. If we choose $(\lambda, \tau, p) = (2, 10, 3)$, we can see the coexistence of the prey and the predator as shown in Figure 9.
5. Conclusion

In this paper, we have investigated the effects of periodic forcing in the intrinsic growth rate of the prey and impulsive perturbations of the predator, on the Monod-Haldane functional response predator-prey model. We have shown that there exists an asymptotically stable prey-free periodic solution if the impulsive period is less than a critical value and have also found parameter regions where system (1.5) is permanent. In addition, we have discussed biological roles of parameters $p$, $\lambda$, and $\tau$ in Section 4. Although Theorems 3.1 and 3.4 cannot completely classify the dynamical properties of system (1.5), numerical results supply the border lines which separate two areas having different dynamical properties.
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