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This paper investigates the projective synchronization (PS) of drive-response time-varying coupling complex dynamical networks with time delay via an adaptive-impulsive controlling method, in which the weights of links are time varying. Based on the stability analysis of impulsive control system, sufficient conditions for the PS are derived, and a hybrid controller, that is, an adaptive feedback controller with impulsive control effects, is designed. Numerical simulations are performed to verify the correctness and effectiveness of theoretical result.

1. Introduction

Complex network models widely exist in the real world including the spread of infectious diseases, the World Wide Web, food webs, various wireless communication networks, metabolic networks, biological neural works, and scientific citation webs. Since the discovery of small-world effect [1] and scale-free feature [2] of complex networks, many scientists and engineers from various disciplines, such as mathematics, physics, biology, engineering, have paid increasing attention to the studies of complex networks. Synchronization, one of the typical collective behaviours of complex dynamical networks, has received rapidly increasing attention from different fields in recent years [3–24]. And different control schemes including adaptive control [10–12], pinning control [13–16], and impulsive control [17–22] have been used to study the above problem. Recently, some authors presented hybrid control strategy to investigate the synchronization of complex networks [23–26]. Compared to the conventional control method, hybrid control method is more effective to the networks with evolutionary features [23]. In many practical situations, some complex networks may change suddenly and sharply and thus the modes switch
simultaneously. This kind of networks can be found in many evolutionary processes, such as optimal control model in economics, bursting rhythm model in pathology, mobile communication networks, and social networks.

The typical configuration of chaotic synchronization consists of drive and response systems and has been widely investigated. The PS, a new chaos synchronization phenomenon, was first studied in two coupled partially linear systems by Mainieri and Rehacek in [27]. Later, the PS between two complex networks has obtained much more attention [28–32]. In [28], Guo et al. studied the PS in drive-response networks via impulsive control. In [29, 30], authors discussed the PS of a drive-response dynamical network model without the time delay. Sun et al. studied the PS in drive-response dynamical networks of partially linear systems with time-varying coupling delay in [31]. Xu et al. [32] investigated the PS of a class of the drive-response dynamical networks with coupling delays. However, the time-varying coupling was not considered in the above studies. To simulate more realistic networks, time-varying coupling [33–35] should be taken into account. Motivated by the above discussions, this paper will focus on the adaptive-impulsive PS problem of drive-response time-varying coupling dynamical networks with time delay. Based on the stability theory of the impulsive differential equation, some criteria for the PS are derived. Furthermore, analytical results show that the drive-response networks can realize the PS.

The rest of this paper is organized as follows. In Section 2, we present the model of drive-response time-varying coupling dynamical networks with time delay and a hybrid controller is designed. In Section 3, synchronization criteria for PS are derived. Numerical simulations are shown in Section 4. The conclusion is finally drawn in Section 5.

2. Model Description and Preliminaries

Consider the following drive-response time-varying coupling dynamical network model with time delay:

$$
\dot{u}_d(t) = M(z) \cdot u_d(t),
$$

$$
\dot{z}(t) = f(u_d(t), z(t)),
$$

$$
\dot{u}_r_i(t) = M(z) \cdot u_r_i(t) + c \sum_{j=1}^{N} c_i_j(t) \Gamma(t) u_r_j(t - \tau), \quad i = 1, 2, \ldots, N,
$$

where the drive system and the response network systems are linked through the variable $z(t) \in \mathbb{R}^l$, $u_d(t) = (u_d^1(t), u_d^2(t), \ldots, u_d^l(t))^T \in \mathbb{R}^l$, $u_r(t) = (u_r^1(t), u_r^2(t), \ldots, u_r^n(t))^T \in \mathbb{R}^n$ and the $d$ and $r$ stand for the drive system and response system, respectively. The constant $c > 0$ is the coupling strength to be adjusted, $\tau \geq 0$ is the time-delay. $M(z) \in \mathbb{R}^{m \times n}$ is a matrix which depends on the variable $z(t)$. $\Gamma(t) \in \mathbb{R}^{n \times n}$ is the time-varying inner-coupling link matrix at time $t$. $C(t) = (c_{ij}(t))_{N \times N}$ is the outer-coupling configuration matrix, in which $c_{ij}(t) \neq 0$ if there is a link from node $i$ to node $j$ ($i \neq j$), and $c_{ij}(t) = 0$ ($i \neq j$) otherwise. The diagonal elements of matrix $C(t)$ are given by

$$
c_{ii}(t) = -\sum_{j=1, j \neq i}^{N} c_{ij}(t), \quad i = 1, 2, \ldots, N.
$$

If there exists a constant $\alpha$ ($\alpha \neq 0$) such that $\lim_{t \to \infty} = \|e_i(t)\| = \|u_r_i(t) - \alpha u_d(t)\| = 0$ for $i = 1, 2, \ldots, N$, then the PS of network (2.1) is achieved. $\alpha$ is a desired scaling factor.
The aim of this paper is to discuss the adaptive-impulsive PS in the drive-response time-varying coupling complex dynamical network with time delay. We choose the linear impulsive controller $B_{ik}$, which is a $n \times n$ constant matrix, and design an adaptive feedback controller $U_i$. Therefore, the network (2.1) can be rewritten as the following impulsive differential equations:

$$
\begin{align*}
\dot{u}_d(t) &= M(z) \cdot u_d(t), \\
\dot{z}(t) &= f(u_d(t), z(t)), \\
\dot{u}_{ri}(t) &= M(z) \cdot u_{ri}(t) + c \sum_{j=1}^{N} c_{ij}(t) \Gamma(t) u_{rij}(t - \tau) + U_i, \quad t \neq t_k, \\
\Delta u_{ri} &= u_{ri}(t_k^+) - u_{ri}(t_k^-) = B_{ik}[u_{ri} - au_d], \quad t = t_k,
\end{align*}
$$

where $u_{rij}(t_k^+) = \lim_{t \to t_k^+} u_{rij}(t)$, $u_{rij}(t_k^-) = \lim_{t \to t_k^-} u_{rij}(t)$. Moreover, any solution of (2.3) is left continuous at each $t_k$, that is, $u_{ri}(t_k^-) = u_{ri}(t_k)$. Letting the PS error $e_i(t) = u_{ri}(t) - au_d(t)$, the adaptive controllers $U_i$ and updating laws are designed as follows:

$$
\begin{align*}
U_i &= -d_i e_i(t), \\
\dot{d}_i &= k_i e_i^T(t) e_i(t) = k_i ||e_i(t)||^2, \quad k_i > 0.
\end{align*}
$$

The system (2.3) is said to be synchronized if $\lim_{t \to \infty} ||e_i(t)|| = 0$.

Under the adaptive-impulsive control, the error dynamical network is characterized by

$$
\begin{align*}
\dot{e}_i(t) &= M(z) \cdot e_i(t) + c \sum_{j=1}^{N} c_{ij}(t) \Gamma(t) e_j(t - \tau) + U_i, \quad t \neq t_k, \\
\dot{z}(t) &= f(u_d(t), z(t)), \\
\Delta e_i &= B_{ik} e_i, \quad t = t_k, \quad k = 1, 2, \ldots.
\end{align*}
$$

Before proceeding, we give some necessary assumptions and lemmas to derive the main results of the paper.

**Lemma 2.1.** The matrix inequality $2x^T y \leq x^T Q x + y^T Q^{-1} y$ holds, for any vectors $x, y \in R^n$ and a positive-definite matrix $Q \in R^{n \times n}$.

**Assumption 2.2.** Suppose there exists a positive constant $\xi$, such that $||e_i(t - \tau)||^2 \leq \xi ||e_i(t)||^2$ holds.

3. **PS Analysis**

In this section, we will make drive-response time-varying coupling complex dynamical networks achieve the PS by using the adaptive-impulsive controlling method.
**Theorem 3.1.** For given synchronization scaling factor \( a \), the PS in drive-response dynamical networks will occur if the following conditions hold:

(i) If there exist two constants \( a, \lambda \) satisfying \( 0 \leq a < \lambda \) and \( \delta(t) \leq -\lambda < 0 \) such that

\[
\ln(\beta_k) - a(t_k - t_{k-1}) \leq 0, \quad k = 1, 2, \ldots, \tag{3.1}
\]

then the trivial solution of error system (2.5) is global asymptotically stable, which implies drive-response networks achieve the projective synchronization under the adaptive-impulsive control.

(ii) If \( \delta(t) \geq 0 \) and there exists a constant \( a \geq 1 \) such that

\[
\ln(a \beta_k) + \int_{t_k}^{t_{k+1}} \delta(s)ds \leq 0, \quad k = 1, 2, \ldots, \tag{3.2}
\]

then \( a = 1 \) implies that the trivial solution of error system (2.5) is stable and \( a > 1 \) implies that the trivial solution of error system (2.5) is global asymptotically stable where

\[
\delta(t) = \max_{1 \leq i \leq N} \left\{ \left( \frac{1}{\lambda_{\min}(P)} \right) \sup_\Gamma \left[ \lambda_{\max} \left( PM(z) + M^T(z)P - 2d^*P \right) \right] + N \xi, \right. \\
\left. + \sum_{j=1}^{N} (c_{ij}(t))^2 \|P \Gamma(t)\|^2 \right\},
\]

\[
\max_k \left( ||I + B_k||^2 \right) = \rho_k < 1, \quad \beta_k \geq \left( \frac{\rho_k \|P\|}{\lambda_{\min}(P)} \right), \tag{3.3}
\]

\( P \) is a positive-definite matrix. \( d^* \) is the minimum value of the initial feedback strength \( d_{i0} \) \( (d_{i0} \leq d_i) \), \( i = 1, 2, \ldots, N \).

**Proof.** Consider the following Lyapunov functional:

\[
V(t) = \frac{1}{2} \sum_{i=1}^{N} e_i^T(t)Pe_i(t). \tag{3.4}
\]

For \( t \neq t_k \), the derivative of \( V(t) \) along the trajectories of (2.5) is

\[
\dot{V}(t) = \frac{1}{2} \sum_{i=1}^{N} e_i^T(t)Pe_i(t) + \frac{1}{2} \sum_{i=1}^{N} e_i^T(t) \dot{P}e_i(t)
\]

\[
= \frac{1}{2} \sum_{i=1}^{N} \left[ M(z)e_i(t) + c \sum_{j=1}^{N} c_{ij}(t) \Gamma(t)e_j(t - \tau) - d_i e_i(t) \right]^T Pe_i(t)
\]

\[
+ \frac{1}{2} \sum_{i=1}^{N} e_i^T(t) \left[ M(z)e_i(t) + c \sum_{j=1}^{N} c_{ij}(t) \Gamma(t)e_j(t - \tau) - d_i e_i(t) \right]
\]
\[
\dot{V}(t) \leq \frac{1}{2} \sum_{i=1}^{N} \left\{ \sup_{\lambda_{\text{max}}} \left( \lambda_{\text{max}} \left( PM(z) + M^T(z)P - 2d_i P \right) \right) + N \xi \right\} e_i^T(t)e_i(t) + \sum_{j=1}^{N} (cc_{ij}(t))^2 \| \Gamma(t) \|^2 e_i^T(t)e_i(t) \\
\leq \max_{1 \leq i \leq N} \left\{ \frac{1}{\lambda_{\text{min}}(P)} \sup_{\lambda_{\text{max}}} \left( \lambda_{\text{max}} \left( PM(z) + M^T(z)P - 2d^* P \right) \right) + N \xi \right\} \sum_{i=1}^{N} \frac{1}{2} e_i^T(t)e_i(t) + \sum_{i=1}^{N} \frac{1}{2} e_i^T(t)e_i(t) Pe_i(t) \\
= \delta(t) \sum_{i=1}^{N} \frac{1}{2} e_i^T(t)e_i(t) Pe_i(t) \\
= \delta(t)V(t).
\]
This implies that

\[ V(t) \leq (V^*_{k-1}) \exp \int_{t_{k-1}}^{t} \delta(s)ds, \quad k = 1, 2, \ldots, \ t \in (t_{k-1}, t_{k}]. \quad (3.8) \]

When \( t = t_{k} \), we have

\[ V(t_{k}^*) = \frac{1}{2} \sum_{i=1}^{N} e_i^T(t)(I_2 + B_i)P(I_2 + B_i)e_i(t) \]
\[ \leq \frac{\rho_k \|P\|}{\lambda_{\text{min}}(P)} V(t_{k}) \]
\[ \leq \beta_k V(t_{k}), \quad k = 1, 2, \ldots \]

When \( k = 1 \) in inequality (3.8), then for any \( t \in (t_0, t_1] \),

\[ V(t) \leq V(t_0^*) \exp \int_{t_0}^{t} \delta(s)ds. \quad (3.10) \]

This leads to

\[ V(t_1) \leq V(t_0^*) \exp \int_{t_0}^{t_1} \delta(s)ds. \quad (3.11) \]

Also from (3.9) we have

\[ V(t_1^*) \leq \beta_1 V(t_1) \leq \beta_1 V(t_0^*) \exp \int_{t_0}^{t_1} \delta(s)ds. \quad (3.12) \]

In the same way for \( t \in (t_1, t_2] \), we have

\[ V(t) \leq V(t_1^*) \exp \int_{t_1}^{t} \delta(s)ds \]
\[ \leq \beta_1 V(t_0^*) \exp \int_{t_0}^{t_1} \delta(s)ds \exp \int_{t_1}^{t} \delta(s)ds, \]
\[ \leq \beta_1 V(t_0^*) \exp \int_{t_0}^{t} \delta(s)ds. \quad (3.13) \]

In general for any \( t \in (t_k, t_{k+1}] \), one finds that

\[ V(t) \leq \beta_1 \beta_2 \cdots \beta_k V(t_0^*) \exp \int_{t_0}^{t} \delta(s)ds. \quad (3.14) \]
(i) If there exist two constants $a$, $\lambda$ satisfying $0 \leq a < \lambda$, $\delta(t) \leq -\lambda < 0$ and (3.1), we have

$$
\beta_k \leq e^{a(t_k - t_{k-1})}, \quad k = 1, 2, \ldots
$$

From (3.14), one finds that

$$
V(t) \leq \beta_1 \beta_2 \cdots \beta_k V(t_0^+) e^{-\lambda(t-t_0)}
$$

$$
= \beta_1 \beta_2 \cdots \beta_k V(t_0^+) e^{-a(t_1 - t_0)(t-t_0)}
$$

$$
\leq \beta_1 \beta_2 \cdots \beta_k V(t_0^+) e^{-a(t_1 - t_0)(t-t_0)}
$$

$$
\leq V(t_0^+) e^{a(t_1 - t_0)} e^{a(t_2 - t_1)} \cdots e^{a(t_k - t_{k-1})} e^{-a(t_k - t_0)(t-t_0)}
$$

$$
= V(t_0^+) e^{-(a-\lambda)(t-t_0)}, \quad t \in (t_k, t_{k+1}].
$$

Then the trivial solution of error system (2.5) is global asymptotically stable, which implies drive-response time-varying coupling dynamical networks (2.3) achieve the PS under the adaptive-impulsive control.

(ii) If $\delta(t) \geq 0$ and there exists a constant $a \geq 1$ satisfying (3.2), we have

$$
\beta_k \leq \frac{1}{a} \exp \int_{t_{k+1}}^{t_k} \delta(s) ds.
$$

From (3.14), we have

$$
V(t) \leq \beta_1 \beta_2 \cdots \beta_k V(t_0^+) \exp \int_{t_0}^{t} \delta(s) ds
$$

$$
\leq \beta_1 \beta_2 \cdots \beta_k V(t_0^+) \exp \int_{t_0}^{t_{k+1}} \delta(s) ds
$$

$$
\leq V(t_0^+) \frac{1}{a} \exp \int_{t_1}^{t_2} \delta(s) ds \cdots \frac{1}{a} \exp \int_{t_k}^{t_{k+1}} \delta(s) ds \exp \int_{t_{k+1}}^{t_{k+1}} \delta(s) ds
$$

$$
= V(t_0^+) \frac{1}{a^k} \exp \int_{t_0}^{t_k} \delta(s) ds, \quad t \in (t_k, t_{k+1}].
$$

This implies that error system (2.5) is global asymptotically stable about zero. Therefore, the PS of the drive-response dynamical networks (2.3) is achieved. The proof is completed.
Remark 3.2. The conditions given by Theorem 3.1 do not require the network configuration to be symmetric and irreducible, which can be applied to more real-world dynamical networks. Moreover, Theorem 3.1 does not impose any bound on the time-delay constant $\tau$. Thus, our synchronization results are a time-delay-independent stability criteria.

4. Numerical Simulation

In this section, to verify and demonstrate the effectiveness of the proposed methods, we consider the unified chaotic system as the drive system. It is well known that the unified chaotic system is described by

$$
\begin{align*}
\dot{x}_1 &= (25\theta + 10)(x_2 - x_1), \\
\dot{x}_2 &= (28 - 35\theta)x_1 - x_1z + (29\theta - 1)x_2,
\end{align*}
$$

where $M(z) = \begin{pmatrix} -(25\theta + 10) & 25\theta + 10 \\ 28 - 35\theta & 29\theta - 1 \end{pmatrix}$, $f(x, z) = x_1x_2 - (8 + \theta/3)z$, $x = (x_1, x_2)^T$, $\theta \in [0, 1]$. System (4.1) especially is always chaotic in the whole interval $\theta \in [0, 1]$.

The drive-response time-varying coupling dynamical networks with time delay are described as follows:

$$
\begin{align*}
\dot{x} &= (25\theta + 10)(y - x), \\
\dot{y} &= (28 - 35\theta - z)x + (29\theta - 1)y,
\end{align*}
$$

where $M(z) = \begin{pmatrix} -(25\theta + 10) & 25\theta + 10 \\ 28 - 35\theta & 29\theta - 1 \end{pmatrix}$, $f(x, z) = x_1x_2 - (8 + \theta/3)z$, $x = (x_1, x_2)^T$, $\theta \in [0, 1]$. System (4.1) especially is always chaotic in the whole interval $\theta \in [0, 1]$.

The drive-response time-varying coupling dynamical networks with time delay are described as follows:

$$
\begin{align*}
\dot{x}_1 &= (25\theta + 10)(y_i - x_i) + c \sum_{j=1}^5 c_{ij}(t)x_j(t - \tau) + u_{i1}, \\
\dot{y}_i &= (28 - 35\theta - z)x_i + (29\theta - 1)y_i + c \sum_{j=1}^5 c_{ij}(t)x_j(t - \tau) + u_{i2}.
\end{align*}
$$

Choose the time-varying coupling configuration matrix:

$$
C(t) = \begin{pmatrix} -2 \sin t & -1 & 0 & 2 \sin t & 1 \\ \sin t & -\sin t - \cos t & 0 & 0 & \cos t \\ 0 & \cos t & 0 & -\cos t & 0 \\ 0 & \sin t \cos t & 1 & -\sin t \cos t & -1 \\ -1 & 2 \sin t & 0 & -1 & 2 - 2 \sin t \end{pmatrix}.
$$
Figure 1: The trajectories of PS in the $x$-$y$ plane.

Figure 2: PS errors under the adaptive-impulsive control: (a) $e_{i1}(t) = x_{i1} - 0.5x_1$, (b) $e_{i2}(t) = x_{i2} - 0.5x_2$.

For simplicity, in the numerical simulations, we assume $P = \Gamma(t) = I_2$, $c = 0.1, k_i = 1$, $\xi = 1, \theta = 0.03$, the time-delay $\tau = 0.07$, and the impulsive interval $t_{k+1} - t_k = 0.08$. The initial values of the drive systems and the response systems are chosen as $-2, 1, 2, 3.8, -2, 4.2, -6, 4.6, -10, 5, -14, 5.4, -18, B_k = \text{diag}\{-0.79, -0.79\}, \hat{\rho}_k = 0.0441 > 0, d_{i0} = 5$. After calculations, we get $\delta(t) = \max_{1 \leq i \leq N} \{ (1/\lambda_{\min}(P)) \sup \{ \lambda_{\max}(PM(z) + M^T(z)P - 2d^*P) \} + N_k + \sum_{j=1}^{N} (cc_{ij}(t))^2 \| \dot{P}(t) \|^2 \} = 31.667 > 0$. Let $a = 1.02$. Then $\ln(a\hat{\rho}_k) + \int_{0}^{0.2} \delta(s) ds = -0.5681 < 0$, according to Theorem 3.1, and the trivial solution of error system (2.5) is global asymptotically stable. Therefore, the adaptive-impulsive PS of the drive-response dynamical networks (2.3) is achieved. Figure 1 displays the trajectories of PS in the $x$–$y$ plane when $\alpha = 0.5$. The synchronization errors $e_{i1}(t) = x_{i1} - 0.5x_1$ and $e_{i2}(t) = x_{i2} - 0.5x_2$ ($i = 1, 2, \ldots, 5$) are shown, respectively, in Figure 2. Figure 3 show the evolution of the feedback strength $d_i$. 
The numerical results show that the adaptive-impulsive controlling scheme for the drive-response complex network is effective in Theorem 3.1.

Remark 4.1. We only consider the impulsive control; the other conditions are chosen as above, and simulation results are shown in Figure 4. From Figures 2 and 4, it is easy to find that the control effect is not as well as the adaptive-impulsive control method.

Remark 4.2. In [31, 32], the authors investigated the PS of the drive-response dynamical networks model, but the time-varying coupling was not taken into account. Here, the PS of the drive-response time-varying coupling dynamical networks with time delay is studied by employing the adaptive-impulsive control. Furthermore, the proposed adaptive-impulsive control scheme is more effective than the adaptive control scheme in [31] and the impulsive control scheme in [32].

Figure 3: The evolution of the feedback strength $d_{i, i} = 1, 2, 3, 4, 5$.

Figure 4: PS errors under the impulsive control.
5. Conclusion

In this paper, the adaptive-impulsive PS of the drive-response time-varying coupling dynamical networks with time delay has been investigated. Based on the stability analysis of impulsive functional differential equations, some sufficient conditions for realizing the PS are established under the adaptive-impulsive control. And the results are a time delay independent stability criteria. Finally, numerical simulations have also been given to show effectiveness of the proposed method by an example of the unified chaotic systems. In the near future, we will extend the proposed method to discrete complex dynamical networks and discuss the delay-dependent case.
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