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The Weibull distribution has been observed as one of the most useful distribution, for modelling and analysing lifetime data in engineering, biology, and others. Studies have been done vigorously in the literature to determine the best method in estimating its parameters. Recently, much attention has been given to the Bayesian estimation approach for parameters estimation which is in contention with other estimation methods. In this paper, we examine the performance of maximum likelihood estimator and Bayesian estimator using extension of Jeffreys’ prior information with three loss functions, namely, the linear exponential loss, general entropy loss, and the square error loss function for estimating the two-parameter Weibull failure time distribution. These methods are compared using mean square error through simulation study with varying sample sizes. The results show that Bayesian estimator using extension of Jeffreys’ prior under linear exponential loss function in most cases gives the smallest mean square error and absolute bias for both the scale parameter \( \alpha \) and the shape parameter \( \beta \) for the given values of extension of Jeffreys’ prior.

1. Introduction

The Weibull distribution is widely used in reliability and life data analysis due to its versatility. Depending on the values of the parameters, the Weibull distribution can be used to model a variety of life behaviours. An important aspect of the Weibull distribution is how the values of the shape parameter, \( \beta \), and the scale parameter, \( \alpha \), affect the characteristics of the distribution, the shape/slope of the distribution curve, the reliability function, and the failure rate. It has been found that this distribution is satisfactory in describing the life
expectancy of components that involve fatigue and for assessing the reliability of bulbs, ball bearings, and machine parts according to [1].

The primary advantage of Weibull analysis according to [2] is its ability to provide accurate failure analysis and failure forecasts with extremely small samples. With Weibull, solutions are possible at the earliest indications of a problem without having to pursue further. Small samples also allow cost-effective component testing.

Maximum likelihood estimation has been the most widely used method for estimating the parameters of the Weibull distribution. Recently, Bayesian estimation approach has received great attention by most researchers among them is [3]. They considered Bayesian survival estimator for Weibull distribution with censored data while [4] studied Bayesian estimation for the extreme value distribution using progressive censored data and asymmetric loss. Bayes estimator for exponential distribution with extension of Jeffreys’ prior information was considered by [5]. Others including [6–8] did some comparative studies on the estimation of Weibull parameters using complete and censored samples and [9] determined Bayes estimation of the extreme-value reliability function.

The objective of this paper is to compare the traditional maximum likelihood estimation of the scale and shape parameters of the Weibull distribution with its Bayesian counterpart using extension of Jeffreys prior information obtained from Lindleys’ approximation procedure with three loss functions.

The rest of the paper is arranged as follows: Section 2 contains the derivative of the parameters under maximum likelihood estimator, Section 3 is the Bayesian estimator. Section 4 is the asymmetric loss function which is divided into two subsections, that is, linear exponential (LINEX) loss function and general entropy loss function. Symmetric loss function also known as squared error loss function is in Section 5 followed by simulation study in Section 6. Section 7 is the results and discussion, and Section 8 is the conclusion.

2. Maximum Likelihood Estimation

Let \(t_1, t_2, \ldots, t_n\) be a random sample of size \(n\) with a probability density function (pdf) of a two-parameter Weibull distribution given as

\[
f(t) = \left( \frac{\beta}{\alpha} \right) \left( \frac{t}{\alpha} \right)^{\beta-1} \exp \left[ - \left( \frac{t}{\alpha} \right)^{\beta} \right].
\] (2.1)

The Cumulative distribution function (CDF) is

\[
F(t) = 1 - \exp \left[ - \left( \frac{t}{\alpha} \right)^{\beta} \right].
\] (2.2)

The likelihood function of the pdf is

\[
L(t_i, \alpha, \beta) = \prod_{i=1}^{n} \left\{ \left( \frac{\beta}{\alpha} \right) \left( \frac{t_i}{\alpha} \right)^{\beta-1} \exp \left[ - \left( \frac{t_i}{\alpha} \right)^{\beta} \right] \right\}.
\] (2.3)
The log-likelihood function is

\[ \ln(L) = n \ln(\beta) - n\beta \ln(\alpha) + (\beta - 1) \sum_{i=1}^{n} \ln(t_i) - \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^{\beta}. \]  

(2.4)

Differentiating (2.4) with respect to \( \alpha \) and \( \beta \) and equating to zero, we have

\[ \frac{\partial \ln L}{\partial \alpha} = -n \left( \frac{\beta}{\alpha} \right) + \left( \frac{\beta}{\alpha} \right) \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^{\beta} = 0, \]  

(2.5)

\[ \frac{\partial \ln L}{\partial \beta} = \frac{n}{\beta} + \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^{\beta} - \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^{\beta} \ln \left( \frac{t_i}{\alpha} \right) = 0. \]  

(2.6)

From (2.5),

\[ \alpha = \left[ \frac{1}{n} \sum_{i=1}^{n} (t_i)^{\beta} \right]^{1/\beta}. \]  

(2.7)

When \( \hat{\beta} \) is obtained then \( \hat{\alpha} \) can be determined. We propose to solve \( \hat{\beta} \) by using Newton-Raphson method as given below. Let \( f(\beta) \) be the same as (2.6) and taking the first differential of \( f(\beta) \), we have

\[ f'(\beta) = -\left( \frac{n}{\beta^2} \right) - \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^{\beta} \ln^2 \left( \frac{t_i}{\alpha} \right). \]  

(2.8)

Substituting (2.7) into (2.6) which is \( f(\beta) \) gives

\[ f(\beta) = \left( \frac{n}{\beta} \right) + \sum_{i=1}^{n} \left[ \frac{(t_i)}{\left(1/n \sum_{i=1}^{n} (t_i)^{\beta} \right)^{1/\beta}} \right] - \sum_{i=1}^{n} \left[ \frac{(t_i)^{\beta}}{\left(1/n \sum_{i=1}^{n} (t_i)^{\beta} \right)^{1/\beta}} \right] \ln \left[ \frac{(t_i)}{\left(1/n \sum_{i=1}^{n} (t_i)^{\beta} \right)^{1/\beta}} \right]. \]  

(2.9)

Substituting (2.7) into (2.8), we have

\[ f'(\beta) = -\left\{ \left( \frac{n}{\beta} \right) + \sum_{i=1}^{n} \left[ \frac{(t_i)^{\beta}}{\left(1/n \sum_{i=1}^{n} (t_i)^{\beta} \right)^{1/\beta}} \ln^2 \left( \frac{t_i}{\alpha} \right) \right] \right\}. \]  

(2.10)
Therefore, \( \hat{\beta} \) is obtained from the equation below by carefully choosing an initial value for \( \beta_i \) and iterating the process till it converges:

\[
\hat{\beta}_{i+1} = \hat{\beta}_i - \frac{(n/\hat{\beta}) + \sum_{i=1}^n \left( (t_i) / \left[ (1/n) \sum_{i=1}^n (t_i)^{\hat{\beta}} \right] \right) \ln \left( (t_i) / \left[ (1/n) \sum_{i=1}^n (t_i)^{\hat{\beta}} \right] \right) \ln^2 \left( (t_i) / \left[ (1/n) \sum_{i=1}^n (t_i)^{\hat{\beta}} \right] \right)}{\sum_{i=1}^n \left( (t_i)^{\hat{\beta}} / \left[ (1/n) \sum_{i=1}^n (t_i)^{\hat{\beta}} \right] \right) \ln \left( (t_i) / \left[ (1/n) \sum_{i=1}^n (t_i)^{\hat{\beta}} \right] \right) \ln^2 \left( (t_i) / \left[ (1/n) \sum_{i=1}^n (t_i)^{\hat{\beta}} \right] \right)}.
\]

(2.11)

### 3. Bayesian Estimation

Bayesian estimation approach has received a lot of attention in recent times for analysing failure time data, which has mostly been proposed as an alternative to that of the traditional methods. Bayesian estimation approach makes use of one’s prior knowledge about the parameters as well as the available data. When one’s prior knowledge about the parameter is not available, it is possible to make use of the noninformative prior in Bayesian analysis. Since we have no knowledge on the parameters, we seek to use the extension of Jeffreys’ prior information, where Jeffreys’ prior is the square root of the determinant of the Fisher information. According to [5], the extension of Jeffreys’ prior is by taking \( u(\theta) \propto [(I(\theta))]^c, \ c \in R^+ \), giving that

\[
u(\theta) \propto \left( \frac{1}{\theta} \right)^{2c}.
\]

(3.1)

Thus,

\[
u(\alpha, \beta) \propto \left( \frac{1}{\alpha \beta} \right)^{2c}.
\]

(3.2)

Given a sample \( t = (t_1, t_2, \ldots, t_n) \) from the pdf (2.1), the likelihood function,

\[
L(t_i | \alpha, \beta) = \prod_{i=1}^n \left\{ \left( \frac{\beta}{\alpha} \right) \left( \frac{t_i}{\alpha} \right)^{\beta-1} \exp \left[ -\left( \frac{t_i}{\alpha} \right)^\beta \right] \right\}.
\]

(3.3)

With Bayes’ theorem, the joint posterior distribution of the parameters \( \alpha \) and \( \beta \) is

\[
x^*(\alpha, \beta | t) \propto L(t | \alpha, \beta)u(\alpha, \beta)
\]

\[
= \frac{k}{(e^{c \beta})^\sum_{i=1}^n \left( \frac{\beta}{\alpha} \right) \left( \frac{t_i}{\alpha} \right)^{\beta-1} \exp \left[ -\left( \frac{t_i}{\alpha} \right)^\beta \right]}.
\]

(3.4)

where \( k \) is the normalizing constant that makes \( x^* \) a proper pdf.
4. Asymmetric Loss Function

4.1. Linear Exponential Loss Function (LINEX)

The LINEX loss function is under the assumption that the minimal loss occurs at \( \hat{\theta} = \theta \) and is expressed as

\[
L(\Delta) \propto \exp(a\Delta) - a\Delta - 1; \quad a \neq 0,
\]

with \( \Delta = (\hat{\theta} - \theta) \), where \( \hat{\theta} \) is an estimate of \( \theta \). The sign and magnitude of the shape parameter \( a \) represents the direction and degree of symmetry, respectively. There is overestimation if \( a > 0 \) and underestimation if \( a < 0 \) but when \( a \approx 0 \), the LINEX loss function is approximately the squared error loss function. The posterior expectation of the LINEX loss function, according to [10], is

\[
E_\theta \left[ L(\hat{\theta} - \theta) \right] \propto \exp \left( a\hat{\theta} \right) E_\theta \left[ \exp(-a\theta) \right] - a \left( \hat{\theta} - E_\theta(\theta) \right) - 1.
\]

The Bayes estimator of \( \theta \), represented by \( \hat{\theta}_{BL} \) under LINEX loss function, is the value of \( \hat{\theta} \) which minimizes (4.2) and is given as

\[
\hat{\theta}_{BL} = -\frac{1}{a} \ln E_\theta \left[ \exp(-a\theta) \right]
\]

provided that \( E_\theta \left[ \exp(-a\theta) \right] \) exists and is finite. The Bayes estimator \( \hat{u}_{BL} \) of a function \( u = \exp(-a\alpha), \exp(-a\beta) \) is given as

\[
\hat{u}_{BL} = E \left[ \exp(-a\alpha), \exp(-a\beta) \mid t \right]
\]

\[
= \int \int u \left[ \exp(-a\alpha), \exp(-a\beta) \right] \pi^*(\alpha, \beta) \, d\alpha d\beta
\]

\[
= \frac{\int \int \pi^*(\alpha, \beta) \, d\alpha d\beta \exp \left( L(\hat{\theta}) \right)}{\int \pi(\hat{\theta}) \exp \left( L(\hat{\theta}) \right) d\theta}.
\]

From (4.4), it can be observed that it contains a ratio of integrals which cannot be solved analytically and for that we employ Lindleys approximation procedure to estimate the parameters. Lindley considered an approximation for the ratio of integrals for evaluating the posterior expectation of an arbitrary function \( \hat{u}(\theta) \) as

\[
E[u(\theta) \mid x] = \frac{\int u(\theta) v(\theta) \exp \left( L(\theta) \right) d\theta}{\int v(\theta) \exp \left( L(\theta) \right) d\theta}.
\]

According to [11], Lindley’s expansion can be approximated asymptotically by

\[
\hat{\theta} = u + \frac{1}{2} \left[ (u_{11} \delta_{11}) + (u_{22} \delta_{22}) \right] + u_1 \rho_1 \delta_{11} + u_2 \rho_2 \delta_{22} + \frac{1}{2} \left( \left( L_{30} u_{11} \delta_{11}^2 \right) + \left( L_{03} u_{22} \delta_{22}^2 \right) \right),
\]

where \( \delta_{ij} \) are the components of the covariance matrix of \( u \).
where $L$ is the log-likelihood function in (2.4) and

$$
\begin{align*}
  u(\alpha) &= \exp(-a\alpha), \quad u_1 = \frac{\partial u}{\partial \alpha} = -a \exp(-a\alpha), \\
  u_{11} &= \frac{\partial^2 u}{\partial \alpha^2} = a^2 \exp(-a\alpha), \quad u_2 = u_{22} = 0, \\
  u(\beta) &= \exp(-a\beta), \quad u_2 = \frac{\partial u}{\partial \beta} = -a \exp(-a\beta), \\
  u_{22} &= \frac{\partial^2 u}{\partial \beta^2} = a^2 \exp(-a\beta), \quad u_1 = u_{11} = 0,
\end{align*}
$$

$$
\begin{align*}
  \rho(\alpha, \beta) &= -\ln\left(\alpha^{2c}\right) - \ln\left(\beta^{2c}\right), \\
  \rho_1 &= \frac{\partial \rho}{\partial \alpha} = -\frac{1}{\alpha^{2c}}, \\
  \rho_2 &= \frac{\partial \rho}{\partial \beta} = -\frac{1}{\beta^{2c}}, \\
  L_{20} &= n \left( \frac{\beta}{\alpha^2} \right) - \left( \frac{\beta^2}{\alpha^2} \right) \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^{\beta} - \frac{\beta}{\alpha^2} \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^{\beta}, \\
  \delta_{11} &= (-L_{20})^{-1}, \\
  L_{30} &= -2n \left( \frac{\beta}{\alpha} \right) + 2 \left( \frac{\beta^2}{\alpha^3} \right) \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^{\beta} + \left( \frac{\beta^3}{\alpha^4} \right) \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^{\beta} \\
  &\quad + 2 \left( \frac{\beta^2}{\alpha^3} \right) \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^{\beta} + \left( \frac{\beta^3}{\alpha^4} \right) \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^{\beta}, \\
  L_{02} &= -\frac{n}{\beta^2} - \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^\beta \ln \left( \frac{t_i}{\alpha} \right), \\
  \delta_{22} &= (-L_{02})^{-1}, \\
  L_{03} &= 2 \left( \frac{n}{\beta^2} \right) - \sum_{i=1}^{n} \left( \frac{t_i}{\alpha} \right)^\beta \ln^3 \left( \frac{t_i}{\alpha} \right).
\end{align*}
$$

### 4.2. General Entropy Loss Function

Another useful asymmetric loss function is the general entropy (GE) loss which is a generalization of the entropy loss and is given as

$$
L(\hat{\theta} - \theta) \propto \left( \frac{\hat{\theta}}{\theta} \right)^k - k \ln \left( \frac{\hat{\theta}}{\theta} \right) - 1.
$$

(4.8)
The Bayes estimator $\hat{\theta}_{BG}$ of $\theta$ under the general entropy loss is

$$
\hat{\theta}_{BG} = \left[ E_\theta(\theta^{-k}) \right]^{-\frac{1}{k}},
$$

(4.9)

provided $E_\theta(\theta^{-k})$ exists and is finite. The Bayes estimator for this loss function is

$$
\tilde{u}_{BG} = E\left\{ u((\alpha)^{-k}, (\beta)^{-k}) \mid t \right\} = \frac{\int \int u((\alpha)^{-k}, (\beta)^{-k}) \pi^*(\alpha, \beta) d\alpha d\beta}{\int \int \pi^*(\alpha, \beta) d\alpha d\beta}.
$$

(4.10)

Similar Lindley approach is used for the general entropy loss function as in the LINEX loss but here the Lindley approximation procedure as stated in (4.6), where $u_1, u_11$ and $u_2, u_{22}$ are the first and second derivatives for $\alpha$ and $\beta$, respectively, and are given as
Table 2: Estimated values for shape parameter ($\beta$).

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\alpha$</th>
<th>$c$</th>
<th>$\beta$</th>
<th>$\hat{\beta}_{ML}$</th>
<th>$\hat{\beta}_{BS}$</th>
<th>$\hat{\beta}_{BG}$</th>
<th>$\hat{\beta}_{BL}$</th>
<th>$\hat{\beta}_{BG}$</th>
<th>$\hat{\beta}_{BL}$</th>
<th>$\hat{\beta}_{BG}$</th>
<th>$\hat{\beta}_{BL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.5</td>
<td>0.4</td>
<td>0.8</td>
<td>1.0454</td>
<td>1.0477</td>
<td>0.8564</td>
<td>1.0281</td>
<td>0.7159</td>
<td>1.1591</td>
<td>0.7062</td>
<td>0.8973</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.8</td>
<td>1.2</td>
<td>1.3514</td>
<td>1.3527</td>
<td>1.1073</td>
<td>1.1046</td>
<td>1.1407</td>
<td>1.1272</td>
<td>1.1940</td>
<td>1.0460</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.6586</td>
<td>0.6389</td>
<td>0.8242</td>
<td>1.0641</td>
<td>1.0882</td>
<td>0.7452</td>
<td>0.8399</td>
<td>0.8443</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.8</td>
<td>1.2</td>
<td>1.4325</td>
<td>1.4535</td>
<td>1.0676</td>
<td>1.3325</td>
<td>1.1003</td>
<td>1.2631</td>
<td>1.1017</td>
<td>1.5879</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.7619</td>
<td>0.7479</td>
<td>0.9579</td>
<td>0.9326</td>
<td>1.0925</td>
<td>0.7201</td>
<td>0.7907</td>
<td>0.8520</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.8</td>
<td>1.2</td>
<td>1.2474</td>
<td>1.2643</td>
<td>1.1192</td>
<td>0.9848</td>
<td>1.3929</td>
<td>1.4066</td>
<td>0.9187</td>
<td>1.7935</td>
</tr>
</tbody>
</table>

$\text{ML: maximum likelihood, } \text{BG: general entropy loss function, BL: LINEX loss function, BS: squared error loss function.}$

$$u = (\alpha)^{-k}, \quad u_1 = \frac{\partial u}{\partial \alpha} = -k(\alpha)^{-k-1},$$

$$u_{11} = \frac{\partial^2 u}{\partial (\alpha)^2} = -\left(-k^2 - k\right)(\alpha)^{-k-2}, \quad u_2 = u_{22} = 0,$$

$$u = (\beta)^{-k}, \quad u_2 = \frac{\partial u}{\partial \beta} = -k(\beta)^{-k-1},$$

$$u_{22} = \frac{\partial^2 u}{\partial (\beta)^2} = -\left(-k^2 - k\right)(\beta)^{-k-2}, \quad u_1 = u_{11} = 0.$$ (4.11)

5. Symmetric Loss Function

The squared error loss denotes the punishment in using $\hat{\theta}$ to estimate $\theta$ and is given by $L(\hat{\theta} - \theta)^2$. This loss function is symmetric in nature, that is, it gives equal weighting to both over and under estimation. In real life, we encounter many situations where overestimation may be more serious than underestimation or vice versa. The Bayes
Table 3: Mean squared error for $\hat{a}$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$a$</th>
<th>$c$</th>
<th>$\beta$</th>
<th>$\hat{a}_{ML}$</th>
<th>$\hat{a}_{ML}$</th>
<th>$\hat{a}_{BL}$</th>
<th>$\hat{a}_{BL}$</th>
<th>$\hat{a}_{BL}$</th>
<th>$\hat{a}_{BL}$</th>
<th>$\hat{a}_{BL}$</th>
<th>$\hat{a}_{BL}$</th>
<th>$\hat{a}_{BL}$</th>
<th>$\hat{a}_{BL}$</th>
<th>$\hat{a}_{BL}$</th>
<th>$\hat{a}_{BL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.0169</td>
<td>0.0170</td>
<td>0.0180</td>
<td>0.0192</td>
<td>0.0177</td>
<td>0.0173</td>
<td>0.0204</td>
<td>0.0191</td>
<td>0.0168</td>
<td>0.0174</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.0173</td>
<td>0.0172</td>
<td>0.0181</td>
<td>0.0151</td>
<td>0.0153</td>
<td>0.0145</td>
<td>0.0199</td>
<td>0.0200</td>
<td>0.0145</td>
<td>0.0135</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.0077</td>
<td>0.0074</td>
<td>0.0081</td>
<td>0.0078</td>
<td>0.0070</td>
<td>0.0068</td>
<td>0.0082</td>
<td>0.0084</td>
<td>0.0072</td>
<td>0.0070</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.1611</td>
<td>0.1265</td>
<td>0.1535</td>
<td>0.1447</td>
<td>0.1352</td>
<td>0.1419</td>
<td>0.1668</td>
<td>0.1579</td>
<td>0.1156</td>
<td>0.1358</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.0086</td>
<td>0.0087</td>
<td>0.0089</td>
<td>0.0087</td>
<td>0.0086</td>
<td>0.0085</td>
<td>0.0095</td>
<td>0.0093</td>
<td>0.0084</td>
<td>0.0085</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.0085</td>
<td>0.0082</td>
<td>0.0090</td>
<td>0.0079</td>
<td>0.0082</td>
<td>0.0079</td>
<td>0.0089</td>
<td>0.0094</td>
<td>0.0074</td>
<td>0.0069</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.0771</td>
<td>0.0743</td>
<td>0.0823</td>
<td>0.0806</td>
<td>0.0796</td>
<td>0.0782</td>
<td>0.0904</td>
<td>0.0834</td>
<td>0.0710</td>
<td>0.0808</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.0777</td>
<td>0.0692</td>
<td>0.0785</td>
<td>0.0768</td>
<td>0.0707</td>
<td>0.0728</td>
<td>0.0831</td>
<td>0.0753</td>
<td>0.0668</td>
<td>0.0720</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.0162</td>
<td>0.0161</td>
<td>0.0174</td>
<td>0.0179</td>
<td>0.0171</td>
<td>0.0175</td>
<td>0.0172</td>
<td>0.0170</td>
<td>0.0175</td>
<td>0.0166</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

ML: maximum likelihood, BG: general entropy loss function, BL: LINEX loss function, BS: squared error loss function.

The estimator $\tilde{u}_{BS}$ of a function $u = u(\alpha, \beta)$ of the unknown parameters under square error loss function (SELF) is the posterior mean, where

$$\tilde{u}_{BS} = E[u(\alpha, \beta) \mid t] = \frac{\iint u(\alpha, \beta) \pi^*(\alpha, \beta) \, d\alpha d\beta}{\iint \pi^*(\alpha, \beta) \, d\alpha d\beta}.$$  \hspace{1cm} (5.1)

Applying the same Lindley approach here as in (4.6) with $u_1, u_{11}$ and $u_2, u_{22}$ being the first and second derivatives for $\alpha$ and $\beta$, respectively, we have

$$u = \alpha, \quad u_1 = \frac{\partial u}{\partial \alpha} = 1,$$

$$u_{11} = u_2 = u_{22} = 0,$$

$$u = \beta, \quad u_2 = 1,$$

$$u_{22} = u_1 = u_{11} = 0.$$  \hspace{1cm} (5.2)
We present the estimated values for the scale parameter $\hat{\eta}$. In our simulation study, we chose a sample size of 25, 50, and 100 to represent small, medium, and large dataset. The scale and shape parameters are estimated for Weibull distribution with maximum likelihood and Bayesian using extension of Jeffreys' prior methods. The values of the parameters chosen were $a = 0.5$ and $1.5$, $\beta = 0.8$ and 1.2. The values of Jeffreys' extension were $c = 0.4$ and 1.4. The values for the loss parameters were $a = k = \pm 0.6$ and $\pm 1.6$. These were iterated ($R$) 5000 times and the scale and shape parameters for $r = 25, 50, 100$ to represent $1/4, 1/2, 1$ respectively. The values were chosen to be small, medium, and large dataset. The scale and shape parameters are estimated for Weibull distribution with maximum likelihood and Bayesian using extension of Jeffreys' prior information with the extension of Jeffreys' prior information with the

$$\text{MSE} = \frac{\sum_{r=1}^{5000} (\hat{\eta}^r - \theta)^2}{R - 1}, \quad \text{Abs} \cdot \text{Bias} = \frac{\sum_{r=1}^{5000} |\hat{\eta}^r - \theta|}{R - 1}.$$ (6.1)

### Table 4: Mean squared error for $\hat{\eta}$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$a$</th>
<th>$c$</th>
<th>$\beta$</th>
<th>$\hat{\eta}_{ML}$</th>
<th>$\hat{\eta}_{BG}$</th>
<th>$\hat{\eta}_{BL}$</th>
<th>$\hat{\eta}_{BG}$</th>
<th>$\hat{\eta}_{BL}$</th>
<th>$\hat{\eta}_{BG}$</th>
<th>$\hat{\eta}_{BL}$</th>
<th>$\hat{\eta}_{BG}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.0219</td>
<td>0.0220</td>
<td>0.0211</td>
<td>0.0207</td>
<td>0.0212</td>
<td>0.0226</td>
<td>0.0192</td>
<td>0.0190</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.4</td>
<td>1.2</td>
<td>0.0501</td>
<td>0.0516</td>
<td>0.0440</td>
<td>0.0459</td>
<td>0.0479</td>
<td>0.0492</td>
<td>0.0399</td>
<td>0.0429</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.0229</td>
<td>0.0245</td>
<td>0.0209</td>
<td>0.0217</td>
<td>0.0230</td>
<td>0.0232</td>
<td>0.0196</td>
<td>0.0224</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.4</td>
<td>1.2</td>
<td>0.0488</td>
<td>0.0556</td>
<td>0.0509</td>
<td>0.0486</td>
<td>0.0549</td>
<td>0.0515</td>
<td>0.0439</td>
<td>0.0484</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.0228</td>
<td>0.0229</td>
<td>0.0198</td>
<td>0.0205</td>
<td>0.0214</td>
<td>0.0225</td>
<td>0.0196</td>
<td>0.0198</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.4</td>
<td>1.2</td>
<td>0.0497</td>
<td>0.0511</td>
<td>0.0435</td>
<td>0.0445</td>
<td>0.0517</td>
<td>0.0487</td>
<td>0.0407</td>
<td>0.0421</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.0233</td>
<td>0.0249</td>
<td>0.0220</td>
<td>0.0231</td>
<td>0.0241</td>
<td>0.0235</td>
<td>0.0199</td>
<td>0.0222</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>1.4</td>
<td>1.2</td>
<td>0.0513</td>
<td>0.0584</td>
<td>0.0471</td>
<td>0.0515</td>
<td>0.0535</td>
<td>0.0545</td>
<td>0.0449</td>
<td>0.0486</td>
</tr>
</tbody>
</table>

ML: maximum likelihood, BG: general entropy loss function, BL: LINEX loss function, BS: squared error loss function.

### 6. Simulation Study

In our simulation study, we chose a sample size of $n = 25, 50, 100$ to represent small, medium, and large dataset. The scale and shape parameters are estimated for Weibull distribution with maximum likelihood and Bayesian using extension of Jeffreys' prior methods. The values of the parameters chosen were $a = 0.5$ and $1.5$, $\beta = 0.8$ and 1.2. The values of Jeffreys' extension were $c = 0.4$ and 1.4. The values for the loss parameters were $a = k = \pm 0.6$ and $\pm 1.6$. These were iterated ($R$) 5000 times and the scale and shape parameters for each method were calculated. The results are presented below for the estimated parameters and their corresponding mean squared error values. The mean squared error is given as

### 7. Results and Discussion

We present the estimated values for the scale parameter $a$ for both the maximum likelihood estimation and Bayesian estimation using extension of Jeffreys' prior information with the
Table 5: Absolute Bias values for \( \hat{\alpha} \).

<table>
<thead>
<tr>
<th>n</th>
<th>( a )</th>
<th>( c )</th>
<th>( \beta )</th>
<th>( \hat{\alpha}_{\text{ML}} )</th>
<th>( \hat{\alpha}_{\text{BS}} )</th>
<th>( \hat{\alpha}_{\text{BL}} )</th>
<th>( \hat{\alpha}_{\text{BG}} )</th>
<th>( \hat{\alpha}_{\text{BL}} )</th>
<th>( \hat{\alpha}_{\text{BG}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.1052</td>
<td>0.1052</td>
<td>0.1074</td>
<td>0.1088</td>
<td>0.1048</td>
<td>0.1088</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.4</td>
<td>1.2</td>
<td>0.0684</td>
<td>0.0685</td>
<td>0.723</td>
<td>0.0713</td>
<td>0.714</td>
<td>0.0722</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.1056</td>
<td>0.1056</td>
<td>0.0981</td>
<td>0.0988</td>
<td>0.0934</td>
<td>0.0899</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.4</td>
<td>1.2</td>
<td>0.0699</td>
<td>0.0697</td>
<td>0.0687</td>
<td>0.0686</td>
<td>0.0662</td>
<td>0.0655</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.3206</td>
<td>0.3200</td>
<td>0.3252</td>
<td>0.3246</td>
<td>0.3105</td>
<td>0.3171</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.4</td>
<td>1.2</td>
<td>0.2087</td>
<td>0.2087</td>
<td>0.2136</td>
<td>0.2120</td>
<td>0.2021</td>
<td>0.2192</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.3165</td>
<td>0.3133</td>
<td>0.3050</td>
<td>0.2967</td>
<td>0.2925</td>
<td>0.3010</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>1.4</td>
<td>1.2</td>
<td>0.2104</td>
<td>0.2017</td>
<td>0.2095</td>
<td>0.2111</td>
<td>0.2019</td>
<td>0.2080</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.0736</td>
<td>0.0736</td>
<td>0.0738</td>
<td>0.0763</td>
<td>0.0736</td>
<td>0.0741</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.4</td>
<td>1.2</td>
<td>0.0495</td>
<td>0.0495</td>
<td>0.0491</td>
<td>0.0502</td>
<td>0.0501</td>
<td>0.0498</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.0756</td>
<td>0.0754</td>
<td>0.0698</td>
<td>0.0695</td>
<td>0.0687</td>
<td>0.0677</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.4</td>
<td>1.2</td>
<td>0.0493</td>
<td>0.0471</td>
<td>0.0490</td>
<td>0.0485</td>
<td>0.0490</td>
<td>0.0481</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.2202</td>
<td>0.2200</td>
<td>0.2242</td>
<td>0.2274</td>
<td>0.2174</td>
<td>0.2234</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.4</td>
<td>1.2</td>
<td>0.1454</td>
<td>0.1454</td>
<td>0.1510</td>
<td>0.1522</td>
<td>0.1521</td>
<td>0.1503</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.2247</td>
<td>0.2247</td>
<td>0.2181</td>
<td>0.2135</td>
<td>0.2163</td>
<td>0.2130</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>1.4</td>
<td>1.2</td>
<td>0.1463</td>
<td>0.1477</td>
<td>0.1516</td>
<td>0.1506</td>
<td>0.1487</td>
<td>0.1503</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.0522</td>
<td>0.0522</td>
<td>0.0529</td>
<td>0.0514</td>
<td>0.0522</td>
<td>0.0534</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.4</td>
<td>1.2</td>
<td>0.0354</td>
<td>0.0354</td>
<td>0.0353</td>
<td>0.0349</td>
<td>0.0352</td>
<td>0.0355</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.0522</td>
<td>0.0520</td>
<td>0.0515</td>
<td>0.0508</td>
<td>0.0505</td>
<td>0.0502</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.4</td>
<td>1.2</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0347</td>
<td>0.0349</td>
<td>0.0352</td>
<td>0.0338</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.1592</td>
<td>0.1588</td>
<td>0.1601</td>
<td>0.1580</td>
<td>0.1560</td>
<td>0.1578</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.4</td>
<td>1.2</td>
<td>0.1049</td>
<td>0.1047</td>
<td>0.1070</td>
<td>0.1067</td>
<td>0.1073</td>
<td>0.1051</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>1.4</td>
<td>0.8</td>
<td>0.1571</td>
<td>0.1571</td>
<td>0.1585</td>
<td>0.1543</td>
<td>0.1550</td>
<td>0.1549</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>1.4</td>
<td>1.2</td>
<td>0.1040</td>
<td>0.1040</td>
<td>0.1044</td>
<td>0.1045</td>
<td>0.1055</td>
<td>0.1060</td>
</tr>
</tbody>
</table>

ML: maximum likelihood, BG: general entropy loss function, BL: LINEX loss function, BS: squared error loss function.

three loss functions in Table 1. It is observed that Bayes estimator under LINEX and general entropy loss functions tend to underestimate the scale parameter with MLE and Bayes estimator under squared error loss function slightly underestimating it. In terms of mean squared error and absolute bias as given in Tables 3 and 5, Bayes estimation with linear exponential loss function provides the smallest values in most cases especially when the loss parameter is less than zero \( k < 0 \), that is, \( k = -1.6 \) whether the extension of Jeffreys prior is 0.4 or 1.4 but as the sample size increases both maximum likelihood estimation and Bayes estimation under all loss functions have a corresponding decrease in MSE and absolute bias values.

For the shape parameter \( \beta \), it is clear from Table 2 that MLE and Bayes estimation under squared error loss function tend to overestimate it but not completely but Bayes estimation under linear exponential and general entropy loss functions overestimate the parameter completely. From Tables 4 and 6, Bayesian estimation under LINEX loss gives a better or smaller mean squared error and minimum absolute bias as compared to the others but this happens when the loss parameter \( k = 1.6 \) implying overestimation since the loss parameter is greater than zero \( k > 0 \). It is observed again from Table 4 that as the sample size increases, the mean squared error values of the general entropy loss function decreases to
smaller values than any of the others but it must be stated that the others also have their MSE values decreasing with increasing sample size.

Similarly, it has also been observed from Table 6 that the estimator that gives the minimum absolute bias over all the other estimators in majority of the cases is Bayes estimator under LINEX loss function. This is followed by Bayes estimator under General Entropy loss function. There is a corresponding decrease of the absolute bias values for all the estimators as the sample size increases.

### 8. Conclusion

In this paper, we have addressed the problem of Bayesian estimation for the Weibull distribution, under asymmetric and symmetric loss functions and that of maximum likelihood estimation. Bayes estimators were obtained using Lindley approximation while MLE were obtained using Newton-Raphson method.

A simulation study was conducted to examine and compare the performance of the estimates for different sample sizes with different values for the extension of Jeffreys’ prior and the loss functions.
From the results, we observe that in most cases, Bayesian estimator under linear exponential loss function (LINEX) has the smallest mean squared error values and minimum bias for both the scale parameter $\alpha$ and the shape parameter $\beta$ when $a = k = −1.6$ and $1.6$, respectively, and for both values of the extension of Jeffreys’ prior information. As the sample size increases the mean squared error and the absolute bias for maximum likelihood estimator and that of Bayes estimator under all the loss functions decrease correspondingly.
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