Mathematical Problems in EngineeringVolume 2013 (2013), Article ID 160610, 11 pageshttp://dx.doi.org/10.1155/2013/160610
Research Article
Some Induced Correlated Aggregating Operators with Interval Grey Uncertain Linguistic Information and Their Application to Multiple Attribute Group Decision Making
Zu-Jun Ma, Nian Zhang, and Ying Dai
School of Economic and Management, Southwest Jiaotong University, Chengdu, Sichuan 610031, China
Received 3 November 2012; Accepted 30 December 2012
Academic Editor: Youqing Wang 
Copyright © 2013 Zu-Jun Ma et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
Abstract. 
We propose the interval grey uncertain linguistic correlated ordered arithmetic averaging (IGULCOA) operator and the induced interval grey uncertain linguistic correlated ordered arithmetic averaging (I-IGULCOA) operator based on the correlation properties of the Choquet integral and the interval grey uncertain linguistic variables to investigate the multiple attribute group decision making (MAGDM) problems, in which both the attribute weights and the expert weights are correlative. Firstly, the relative concepts of interval grey uncertain linguistic variables are defined and the operation rules between the two interval grey uncertain linguistic variables are established. Then, two new aggregation operators: the interval grey uncertain linguistic correlated ordered arithmetic averaging (IGULCOA) operator and the induced interval grey uncertain linguistic correlated ordered arithmetic averaging (I-IGULCOA) operator are developed and some desirable properties of the I-IGULCOA operator are studied, such as commutativity, idempotency, monotonicity, and boundness. Furthermore, the IGULCOA and I-IGULCOA operators based approach is developed to solve the MAGDM problems, in which both the attribute weights and the expert weights are correlative and the attribute values take the form of the interval grey uncertain linguistic variables. Finally, an illustrative example is given to verify the developed approach and to demonstrate its practicality and effectiveness.


1. Introduction
Recently, multiple attribute group decision making (MAGDM) has been extensively applied to various areas such as society, economics, management, and military. It is well known that the object things are complex and uncertain and human thinking is ambiguous. Hence, the majority of multiple attribute group decision making is also uncertain and fuzzy, and fuzziness is the major factor in the process of decision making. However, in dealing with the problem of incomplete information caused by poor information, decision making also demonstrates its greyness. The “fuzzy” means those uncertain factors in the evaluation information which are caused by the fuzziness of human thinking, while the “grey” means that objective uncertainty caused by the insufficient and incomplete information. Therefore, the “fuzzy” and the “grey” are different concepts, many scholars have studied the grey fuzzy multiple attribute decision making, which demonstrates not only its fuzziness, but also its greyness.
Since Zadeh introduced the concept of the fuzzy set [1] and Deng firstly presented the grey system theory [2], which were well applied in multiple attribute group decision making [3–13], the research on the grey fuzzy group decision making problem has been widely investigated and applied to a variety of fields. Chen [14] introduced the concept of the grey fuzzy in detail in his book. Bu and Zhang [15] presented an approach to transform the grey fuzzy number into the interval number, and then utilized the ranking method of interval number to rank the order of alternatives. Basing on the grey fuzzy multiple attribute decision making, in which both the fuzzy part and the grey part are real numbers, Jin and Lou [16, 17] used the decision making model which utilized the hamming distance to measure the alternatives and utilized the difference between the fuzzy positive ideal solution and the negative ideal solution to rank the order. In order to solve the grey fuzzy decision making, Dang and Sifeng [18] developed the maximum entropy formulism to determine attribute weight and ranked the order of alternatives based on the linear combination of fuzzy information and grey information. Meng et al. [19] proposed the grey degree and fuzzy degree with the interval numbers, and then, based on this, the mathematical model of interval-valued grey fuzzy comprehensive evaluation was established. At last its application to the selection of the preferred project was given. In many real-life decision making problems, the linguistic variable is easier to express fuzzy information and closer to actual condition; the research on linguistic decision making has witnessed rich achievements [3, 11, 20–27]. Liu and Jin [4] defined the concept of the interval grey linguistic variable where the fuzzy part and the grey part took the form of the uncertain linguistic variable and the interval number, respectively, studied the operation rules, and developed the multiple attribute decision making method based on the interval grey linguistic variable. Liu and Zhang [5] proposed the interval grey linguistic variables weighted geometric aggregation (IGLWGA) operator, and the interval grey linguistic variables ordered weighted geometric aggregation (IGLOWGA) operator and the interval grey linguistic variables hybrid weighted geometric aggregation (IGLHWGA) operator and then suggested a method for solving multiple attribute group decision making based on those operators. Zhang and Wei [28] introduced the interval grey linguistic variables ordered weighted aggregation (IGLOWA) operator, and then used the Choquet integral to develop the interval grey linguistic correlated ordered arithmetic aggregation (IGLCOA) operator and the interval grey linguistic correlated ordered geometric aggregation (IGLCOGA) operator. Those operators not only consider the importance of the elements, but also can reflect the correlations among the elements. Then, they developed an approach to multiple attribute decision making problems with correlative weights where the attribute values are given in terms of interval grey linguistic variables information based on those operators.
The existing grey fuzzy multiple attribute group decision making only considers the situation where all the elements in the grey fuzzy set are independent. However, in many practical situations, the elements in the grey fuzzy set are usually correlative. Therefore, we need to find some new ways to deal with the situations, in which the decision data in question are correlative and the weights are correlative. The Choquet integral [29] is a very useful way of measuring the expected utility of an uncertain event and can be utilized to depict the correlations of the decision data under consideration. Yager [30, 31] introduced the idea of order-induced aggregation to the Choquet aggregation operator and defined an induced Choquet ordered weighted averaging (C-OWA) operator, which allowed the ordering of the arguments to be based upon some other associated variables instead of ordering the arguments based on their values. Tan and Chen [32] developed the induced Choquet ordered averaging (I-COA) operator and applied it to aggregate fuzzy preference relations in group decision making. Xu [25] utilized the Choquet integral to propose the interval-valued intuitionistic fuzzy correlated averaging (IVIFCA) operator and the interval-valued intuitionistic fuzzy correlated geometric (IVIFCG) operator to aggregate interval-valued intuitionistic fuzzy information and applied them to a practical decision making problem involving the prioritization of information technology improvement projects. Wei and Zhao [33] developed the induced intuitionistic fuzzy correlated averaging (I-IFCA) operator and induced intuitionistic fuzzy correlated geometric (I-IFCG) operator and developed to solve the MAGDM problems, in which both the attribute weights and the expert weights are usually correlative and attribute values take the form of intuitionistic fuzzy values.
Motivated by the correlation properties of the Choquet integral and the uncertain linguistic variables, in this paper, we propose the interval grey uncertain linguistic correlated ordered arithmetic averaging (IGULCOA) operator and the induced interval grey uncertain linguistic correlated ordered arithmetic averaging (I-IGULCOA) operator with interval grey uncertain linguistic variables information. The prominent characteristic of those operators is that they cannot only consider the importance of the elements or their ordered positions, but also reflect the correlations among the elements or their ordered positions. And we introduce those induced correlated aggregating operators to deal with group decision making problems. The aim of this paper is to investigate the MAGDM problems, in which both the attribute weights and the expert weights are correlative and the attribute values take the form of interval grey uncertain linguistic variables. In order to do so, the remainder of this paper is set out as follows. In the next section, we introduce some basic concepts related to interval grey uncertain linguistic variables and some operational laws of interval grey uncertain linguistic variables. In Section 3, we have developed two interval grey uncertain linguistic correlated aggregation operators: the IGULCOA operator and the I-IGULCOA operator. In Section 4, we have developed an approach to multiple attribute group decision making, in which both the attribute weights and the expert weights are correlative and the attribute values take the form of interval grey uncertain linguistic variables based on the IGULCOA operator and the I-IGULCOA operator with interval grey uncertain linguistic variables information. In Section 5, an illustrative example is pointed out. In Section 6, we conclude the paper and give some remarks.
2. Preliminaries
In this section, we briefly review some basic concepts to be used throughout the paper.

The linguistic approach is an approximate technique, which represents qualitative aspects as linguistic values by means of linguistic variables [34, 35].
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Figure 1: The linguistic labels. 


To preserve all the given information, we extend the discrete term set 
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 to a continuous term set 
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 an original linguistic term; otherwise, we call 
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 a virtual linguistic term. In general, the decision maker uses the original linguistic terms to evaluate alternatives, and the virtual linguistic terms can only appear in operation [10, 36].
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 be the set of all the uncertain linguistic variables [10].
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Definition 1 (see [14]). Let 
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Figure 2: The interval grey linguistic variable.
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				2
			

			
				−
				𝛼
			

			

				2
			

		
	
, then the degree of possibility of 
	
		
			
				̃
				𝑠
			

			

				1
			

			
				≥
				̃
				𝑠
			

			

				2
			

		
	
 is defined as follows:
							
	
 		
 			
				(
				3
				)
			
 		
	

	
		
			
				𝑝
				
				̃
				𝑠
			

			

				1
			

			
				≥
				̃
				𝑠
			

			

				2
			

			
				
				=
				
				
				M
				a
				x
				0
				,
				l
				e
				n
				̃
				𝑠
			

			

				1
			

			
				
				
				+
				l
				e
				n
				̃
				𝑠
			

			

				2
			

			
				
				𝛽
				
				
				−
				M
				a
				x
			

			

				2
			

			
				−
				𝛼
			

			

				1
			

			
				
				,
				0
			

			
				
			
			
				
				l
				e
				n
				̃
				𝑠
			

			

				1
			

			
				
				
				+
				l
				e
				n
				̃
				𝑠
			

			

				2
			

			
				
				.
			

		
	

						Particularly, if both the uncertain linguistic variables 
	
		
			
				̃
				𝑠
			

			

				1
			

		
	
 and 
	
		
			
				̃
				𝑠
			

			

				2
			

		
	
 express precise information (i.e., if 
	
		
			
				l
				e
				n
				(
				̃
				𝑠
			

			

				1
			

			
				)
				+
				l
				e
				n
				(
				̃
				𝑠
			

			

				2
			

			

				)
			

		
	
), then we define the degree of possibility of 
	
		
			
				̃
				𝑠
			

			

				1
			

			
				≥
				̃
				𝑠
			

			

				2
			

		
	
 as follows:
							
	
 		
 			
				(
				4
				)
			
 		
	

	
		
			
				𝑝
				
				̃
				𝑠
			

			

				1
			

			
				≥
				̃
				𝑠
			

			

				2
			

			
				
				=
				⎧
				⎪
				⎨
				⎪
				⎩
				1
				i
				f
				̃
				𝑠
			

			

				1
			

			
				>
				̃
				𝑠
			

			

				2
			

			

				1
			

			
				
			
			
				2
				i
				f
				̃
				𝑠
			

			

				1
			

			
				=
				̃
				𝑠
			

			

				2
			

			
				0
				i
				f
				̃
				𝑠
			

			

				1
			

			
				<
				̃
				𝑠
			

			

				2
			

			

				.
			

		
	

The operation rules of ranking are defined as follows.(1)If 
	
		
			
				
				
				𝐴
				𝑃
				(
				𝑄
				(
			

			

				⊗
			

			
				
				
				𝐵
				(
				𝑥
				)
				)
				>
				𝑄
				(
			

			

				⊗
			

			
				(
				𝑥
				)
				)
				)
				=
				1
			

		
	
, then we have 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				
				𝐵
				(
				𝑥
				)
				>
			

			

				⊗
			

			
				(
				𝑥
				)
			

		
	
.(2)If 
	
		
			
				
				
				𝐴
				𝑃
				(
				𝑄
				(
			

			

				⊗
			

			
				
				
				𝐵
				(
				𝑥
				)
				)
				>
				𝑄
				(
			

			

				⊗
			

			
				(
				𝑥
				)
				)
				)
				=
				0
			

		
	
, then we have 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				
				𝐵
				(
				𝑥
				)
				<
			

			

				⊗
			

			
				(
				𝑥
				)
			

		
	
.(3)If 
	
		
			
				
				
				𝐴
				𝑃
				(
				𝑄
				(
			

			

				⊗
			

			
				
				
				𝐵
				(
				𝑥
				)
				)
				>
				𝑄
				(
			

			

				⊗
			

			
				(
				𝑥
				)
				)
				)
				=
				1
				/
				2
			

		
	
 and 
	
		
			
				𝑃
				(
				̃
				𝑠
			

			

				1
			

			
				>
				̃
				𝑠
			

			

				2
			

			
				)
				=
				1
			

		
	
, then we have 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				
				𝐵
				(
				𝑥
				)
				>
			

			

				⊗
			

			
				(
				𝑥
				)
			

		
	
.(4)If 
	
		
			
				
				
				𝐴
				𝑃
				(
				𝑄
				(
			

			

				⊗
			

			
				
				
				𝐵
				(
				𝑥
				)
				)
				>
				𝑄
				(
			

			

				⊗
			

			
				(
				𝑥
				)
				)
				)
				=
				1
				/
				2
			

		
	
 and 
	
		
			
				𝑃
				(
				̃
				𝑠
			

			

				1
			

			
				>
				̃
				𝑠
			

			

				2
			

			
				)
				=
				1
				/
				2
			

		
	
, then we have 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				
				𝐵
				(
				𝑥
				)
				=
			

			

				⊗
			

			
				(
				𝑥
				)
			

		
	
.(5)If 
	
		
			
				
				
				𝐴
				𝑃
				(
				𝑄
				(
			

			

				⊗
			

			
				
				
				𝐵
				(
				𝑥
				)
				)
				>
				𝑄
				(
			

			

				⊗
			

			
				(
				𝑥
				)
				)
				)
				=
				1
				/
				2
			

		
	
 and 
	
		
			
				𝑃
				(
				̃
				𝑠
			

			

				1
			

			
				>
				̃
				𝑠
			

			

				2
			

			
				)
				=
				0
			

		
	
, then we have 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				
				𝐵
				(
				𝑥
				)
				<
			

			

				⊗
			

			
				(
				𝑥
				)
			

		
	
.
The operation rules of the interval grey uncertain linguistic variables are defined as follows:(1)
	
		
			
				
				𝐴
			

			

				⊗
			

			
				
				𝐵
				(
				𝑥
				)
				⊕
			

			

				⊗
			

			
				(
				𝑥
				)
				=
				(
				̃
				𝑠
			

			

				1
			

			
				⊕
				̃
				𝑠
			

			

				2
			

			
				,
				[
				(
				1
				−
				(
				1
				−
				𝑔
			

			
				𝐿
				𝐴
			

			
				)
				×
				(
				1
				−
				𝑔
			

			
				𝐿
				𝐵
			

			
				)
				)
				,
				(
				1
				−
				(
				1
				−
				𝑔
			

			
				𝑈
				𝐴
			

			
				)
				×
				(
				1
				−
				𝑔
			

			
				𝑈
				𝐵
			

			
				)
				)
				]
				)
			

		
	
;(2)
	
		
			
				𝜆
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
				)
				=
				(
				𝜆
				̃
				𝑠
			

			

				1
			

			
				,
				[
				𝑔
			

			
				𝐿
				𝐴
			

			
				,
				𝑔
			

			
				𝑈
				𝐴
			

			
				]
				)
			

		
	
.
Definition 4. An IGULWAA operator of dimension 
	
		
			

				𝑛
			

		
	
 is a function 
	
		
			
				I
				G
				U
				L
				W
				A
				A
				∶
				Ω
			

			

				𝑛
			

			
				→
				Ω
			

		
	
, which has associated a set of weights or weighting vector 
	
		
			
				𝑤
				=
				(
				𝜔
			

			

				1
			

			
				,
				𝜔
			

			

				2
			

			
				,
				…
				,
				𝜔
			

			

				𝑛
			

			

				)
			

		
	
 with 
	
		
			

				𝜔
			

			

				𝑗
			

			
				∈
				[
				0
				,
				1
				]
			

		
	
, 
	
		
			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			
				=
				1
			

		
	
, and is defined to aggregate a list of values 
	
		
			
				{
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				1
			

			
				
				𝐴
				)
				,
			

			

				⊗
			

			
				(
				𝑥
			

			

				2
			

			
				
				𝐴
				)
				,
				…
				,
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑛
			

			
				)
				}
			

		
	
, where 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				=
				(
				[
				𝑠
			

			

				𝛼
			

			

				𝑗
			

			
				,
				𝑠
			

			

				𝛽
			

			

				𝑗
			

			
				]
				,
				[
				𝑔
			

			
				𝐿
				𝑗
			

			
				,
				𝑔
			

			
				𝑈
				𝑗
			

			
				]
				)
			

		
	
. According to the following expression. 							
	
 		
 			
				(
				5
				)
			
 		
	

	
		
			
				
				
				𝐴
				I
				G
				U
				L
				W
				A
				A
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				𝐴
				,
				…
				,
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				
				=
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			
				
				=
				
				
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			

				𝛼
			

			

				𝑗
			

			
				,
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			

				𝛽
			

			

				𝑗
			

			
				
				,
				
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝐿
				𝑗
			

			
				
				,
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝑈
				𝑗
			

			
				
				.
				
				
			

		
	

Definition 5.  An IGULOWA operator of dimension 
	
		
			

				𝑛
			

		
	
 is a function 
	
		
			
				I
				G
				U
				L
				O
				W
				A
				∶
				Ω
			

			

				𝑛
			

			
				→
				Ω
			

		
	
, which has associated a set of weights or weighting vector 
	
		
			
				𝑤
				=
				(
				𝜔
			

			

				1
			

			
				,
				𝜔
			

			

				2
			

			
				,
				…
				,
				𝜔
			

			

				𝑛
			

			

				)
			

		
	
 with 
	
		
			

				𝜔
			

			

				𝑗
			

			
				∑
				∈
				[
				0
				,
				1
				]
				,
			

			
				𝑛
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			
				=
				1
			

		
	
, and is defined to aggregate a list of values 
	
		
			
				{
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				1
			

			
				
				𝐴
				)
				,
			

			

				⊗
			

			
				(
				𝑥
			

			

				2
			

			
				
				𝐴
				)
				,
				…
				,
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑛
			

			
				)
				}
			

		
	
, where 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				=
				(
				[
				̃
				𝑠
			

			

				𝛼
			

			

				𝑗
			

			
				,
				̃
				𝑠
			

			

				𝛽
			

			

				𝑗
			

			
				]
				,
				[
				𝑔
			

			
				𝐿
				𝑗
			

			
				,
				𝑔
			

			
				𝑈
				𝑗
			

			
				]
				)
			

		
	
. According to the following expression,
							
	
 		
 			
				(
				6
				)
			
 		
	

	
		
			
				
				
				𝐴
				I
				G
				U
				L
				O
				W
				A
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				𝐴
				,
				…
				,
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				
				=
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			
				𝜏
				(
				𝑗
				)
			

			
				
				=
				
				
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			

				𝛼
			

			
				𝜏
				(
				𝑗
				)
			

			
				,
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			

				𝛽
			

			
				𝜏
				(
				𝑗
				)
			

			
				
				,
				
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝐿
				𝜏
				(
				𝑗
				)
			

			
				
				,
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝑈
				𝜏
				(
				𝑗
				)
			

			
				
				,
				
				
			

		
	

						where there is a permutation such that 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			
				𝜏
				(
				1
				)
			

			
				
				𝐴
				)
				≥
			

			

				⊗
			

			
				(
				𝑥
			

			
				𝜏
				(
				2
				)
			

			
				
				𝐴
				)
				≥
				⋯
				≥
			

			

				⊗
			

			
				(
				𝑥
			

			
				𝜏
				(
				𝑛
				)
			

			

				)
			

		
	
, that is, 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			
				𝜏
				(
				𝑗
				)
			

			

				)
			

		
	
 the 
	
		
			

				𝑗
			

		
	
th largest value in the set 
	
		
			
				{
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				1
			

			
				
				𝐴
				)
				,
			

			

				⊗
			

			
				(
				𝑥
			

			

				2
			

			
				
				𝐴
				)
				,
				…
				,
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑛
			

			
				)
				}
			

		
	
.
3.  Some Interval Grey Uncertain Linguistic Correlated Ordered Arithmetic Averaging Operators
In multiple attribute group decision making, the considered attributes usually have different levels of importance and, thus, need to be assigned different weights. Some operators have been introduced to aggregate the interval grey uncertain linguistic variables together with independent weighted elements, but they only consider the addition of the importance of individual elements. However, in some practical situations, the elements in the interval grey uncertain linguistic variables have some correlations with each other and, thus, it is necessary to consider this issue. For real decision making problems, there is always some degree of interdependent characteristics between attributes. Usually, there is interaction among attributes of decision makers. However, this assumption is too strong to match decision behaviors in the real world. The independence axiom generally cannot be satisfied. Thus, it is necessary to consider this issue.
Let 
	
		
			
				𝑚
				(
				𝑥
			

			

				𝑖
			

			
				)
				(
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
 be the weight of the element 
	
		
			

				𝑥
			

			

				𝑖
			

			
				∈
				𝑋
				(
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
, where 
	
		
			

				𝑚
			

		
	
 is a fuzzy measure, defined as follows.
Definition 6 (see [38]).  A fuzzy measure 
	
		
			

				𝑚
			

		
	
 on the set 
	
		
			

				𝑋
			

		
	
 is a set function 
	
		
			
				𝑚
				∶
				𝜃
				(
				𝑥
				)
				→
				[
				0
				,
				1
				]
			

		
	
 satisfying the following axioms:(1) 
	
		
			
				𝑚
				(
				𝜙
				)
				=
				0
			

		
	
,  
	
		
			
				𝑚
				(
				𝑋
				)
				=
				1
			

		
	
;(2) 
	
		
			
				𝐴
				⊆
				𝐵
			

		
	
 implies that 
	
		
			
				𝑚
				(
				𝐴
				)
				≤
				𝑚
				(
				𝐵
				)
			

		
	
, for all 
	
		
			
				𝐴
				,
				𝐵
				⊆
				𝑋
			

		
	
;(3) 
	
		
			
				𝑚
				(
				𝐴
				∪
				𝐵
				)
				=
				𝑚
				(
				𝐴
				)
				+
				𝑚
				(
				𝐵
				)
				+
				𝜌
				𝑚
				(
				𝐴
				)
				𝑚
				(
				𝐵
				)
			

		
	
, for all 
	
		
			
				𝐴
				,
				𝐵
				⊆
				𝑋
			

		
	
 and 
	
		
			
				𝐴
				∩
				𝐵
				=
				𝜙
			

		
	
, where 
	
		
			
				𝜌
				∈
				(
				−
				1
				,
				∞
				)
			

		
	
.
Particularly, if 
	
		
			
				𝜌
				=
				0
			

		
	
, then the condition (3) reduces to the axiom of additive measure:
						
	
 		
 			
				(
				7
				)
			
 		
	

	
		
			
				𝑚
				(
				𝐴
				∪
				𝐵
				)
				=
				𝑚
				(
				𝐴
				)
				+
				𝑚
				(
				𝐵
				)
				,
				∀
				𝐴
				,
				𝐵
				⊆
				𝑋
				,
				𝐴
				∩
				𝐵
				=
				𝜙
				.
			

		
	

					If all the elements in 
	
		
			

				𝑋
			

		
	
 are independent,  then we have
						
	
 		
 			
				(
				8
				)
			
 		
	

	
		
			
				
				𝑚
				(
				𝐴
				)
				=
			

			

				𝑥
			

			

				𝑖
			

			
				∈
				𝐴
			

			
				𝑚
				𝑥
				
				
			

			

				𝑖
			

			
				
				
				,
				∀
				𝐴
				⊆
				𝑋
				.
			

		
	

Based on Definition 5, in what follows we use the well-known Choquet integral [29] to develop an operator for aggregating the interval grey uncertain linguistic variables with correlative weights.
Definition 7. Let 
	
		
			

				𝑚
			

		
	
 be a fuzzy measure on 
	
		
			

				𝑋
			

		
	
, and Let 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				=
				(
				[
				𝑠
			

			

				𝛼
			

			

				𝑗
			

			
				,
				𝑠
			

			

				𝛽
			

			

				𝑗
			

			
				]
				,
				[
				𝑔
			

			
				𝐿
				𝑗
			

			
				,
				𝑔
			

			
				𝑈
				𝑗
			

			
				]
				)
			

		
	
  
	
		
			
				(
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
 be 
	
		
			

				𝑛
			

		
	
 interval grey uncertain linguistic variables, then we call
							
	
 		
 			
				(
				9
				)
			
 		
	

	
		
			
				
				
				𝐴
				(
				C
				)
			

			

				⊗
			

			
				
				
				𝐴
				(
				𝑥
				)
				𝑑
				𝑚
				=
				I
				G
				U
				L
				C
				O
				A
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				𝐴
				,
				…
				,
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				
				=
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜏
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜏
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			

				⊗
			

			
				
				𝑥
			

			
				𝜏
				(
				𝑗
				)
			

			

				
			

		
	

						the interval grey uncertain linguistic correlated ordered arithmetic averaging (IGULCOA) operator, where 
	
		
			
				∫
				
				𝐴
				(
				C
				)
			

			

				⊗
			

			
				𝑑
				𝑚
			

		
	
 denotes the Choquet integral, 
	
		
			
				(
				𝜏
				(
				1
				)
				,
				𝜏
				(
				2
				)
				,
				…
				,
				𝜏
				(
				𝑛
				)
				)
			

		
	
 is a permutation of 
	
		
			
				(
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
 such that 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			
				𝜏
				(
				1
				)
			

			
				
				𝐴
				)
				≥
			

			

				⊗
			

			
				(
				𝑥
			

			
				𝜏
				(
				2
				)
			

			
				
				𝐴
				)
				≥
				⋯
				≥
			

			

				⊗
			

			
				(
				𝑥
			

			
				𝜏
				(
				𝑛
				)
			

			
				)
				,
				𝐵
				(
				𝑥
			

			
				𝜏
				(
				𝑗
				)
			

			
				)
				=
				{
				𝑥
			

			
				𝜏
				(
				𝑘
				)
			

			
				∣
				𝑘
				≤
				𝑗
				,
				𝑘
				≥
				1
				}
			

		
	
, and 
	
		
			
				𝐵
				(
				𝑥
			

			
				𝜏
				(
				0
				)
			

			
				)
				=
				𝜙
			

		
	
, whose aggregated value is also an interval grey uncertain linguistic variable ((IGULV), for short).
Below, we discuss two special cases of the IGULCOA operator.
(1) If 
	
		
			
				𝜌
				=
				0
			

		
	
, then 
	
		
			
				𝑚
				(
				𝐵
				∪
				𝐶
				)
				=
				𝑚
				(
				𝐵
				)
				+
				𝑚
				(
				𝐶
				)
			

		
	
 and 
	
		
			
				𝑚
				(
				{
				𝑥
			

			
				𝜏
				(
				𝑗
				)
			

			
				}
				)
				=
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜏
				(
				𝑗
				)
			

			
				)
				)
				−
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜏
				(
				𝑗
				−
				1
				)
			

			
				)
				)
			

		
	
, 
	
		
			
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
			

		
	
. In this case, the IGULCOA operator (9) reduces to the interval grey uncertain linguistic weighted arithmetic averaging (IGULWAA) operator:
						
	
 		
 			
				(
				1
				0
				)
			
 		
	

	
		
			
				
				
				𝐴
				I
				G
				U
				L
				W
				A
				A
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				𝐴
				,
				…
				,
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				
				=
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				𝑚
				𝑥
				
				
			

			

				𝑗
			

			
				
				𝐴
				
				
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			
				
				=
				
				
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			
				𝑚
				(
				{
				𝑥
			

			

				𝑗
			

			
				}
				)
				𝛼
			

			

				𝑗
			

			
				,
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			
				𝑚
				(
				{
				𝑥
			

			

				𝑗
			

			
				}
				)
				𝛽
			

			

				𝑗
			

			
				
				,
				
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝐿
				𝑗
			

			
				
				,
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝑈
				𝑗
			

			
				
				.
				
				
			

		
	

In particular, if 
	
		
			
				𝑚
				(
				{
				𝑥
			

			

				𝑗
			

			
				}
				)
				=
				1
				/
				𝑛
			

		
	
, for all 
	
		
			
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
			

		
	
, then the IGULWAA operator (10) reduces to the interval grey uncertain linguistic arithmetic averaging (IGULAA) operator:
						
	
 		
 			
				(
				1
				1
				)
			
 		
	

	
		
			
				
				
				𝐴
				I
				G
				U
				L
				A
				A
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				𝐴
				,
				…
				,
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				
				=
				
				
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			
				(
				𝛼
			

			

				𝑗
			

			
				/
				𝑛
				)
			

			
				,
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			
				(
				𝛽
			

			

				𝑗
			

			
				/
				𝑛
				)
			

			
				
				,
				
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝐿
				𝑗
			

			
				
				,
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝑈
				𝑗
			

			
				
				,
				
				
			

		
	

(2) If 
	
		
			
				∑
				𝑚
				(
				𝐵
				)
				=
			

			
				|
				𝐵
				|
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

		
	
, for all 
	
		
			
				𝐵
				⊆
				𝑋
			

		
	
, where 
	
		
			
				|
				𝐵
				|
			

		
	
 is the number of the elements in the set 
	
		
			

				𝐵
			

		
	
, then 
	
		
			

				𝜔
			

			

				𝑗
			

			
				=
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜏
				(
				𝑗
				)
			

			
				)
				)
				−
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜏
				(
				𝑗
				−
				1
				)
			

			
				)
				)
			

		
	
, 
	
		
			
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
			

		
	
, where 
	
		
			
				𝜔
				=
				(
				𝜔
			

			

				1
			

			
				,
				𝜔
			

			

				2
			

			
				,
				…
				,
				𝜔
			

			

				𝑛
			

			

				)
			

			

				𝑇
			

		
	
, 
	
		
			

				𝜔
			

			

				𝑗
			

			
				≥
				0
			

		
	
,  
	
		
			
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
			

		
	
, and 
	
		
			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			
				=
				1
			

		
	
. In this case, the IGULCOA operator (9) reduces to the interval grey uncertain linguistic ordered weighted arithmetic averaging (IGULOWA) operator:
						
	
 		
 			
				(
				1
				2
				)
			
 		
	

	
		
			
				
				
				𝐴
				I
				G
				U
				L
				O
				W
				A
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				𝐴
				,
				…
				,
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				
				=
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			
				𝜏
				(
				𝑗
				)
			

			
				
				=
				
				
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			

				𝛼
			

			
				𝜏
				(
				𝑗
				)
			

			
				,
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			

				𝜔
			

			

				𝑗
			

			

				𝛽
			

			
				𝜏
				(
				𝑗
				)
			

			
				
				,
				
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝐿
				𝜏
				(
				𝑗
				)
			

			
				
				,
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝑈
				𝜏
				(
				𝑗
				)
			

			
				
				.
				
				
			

		
	

In particular, if 
	
		
			
				𝑚
				(
				𝐵
				)
				=
				|
				𝐵
				|
				/
				𝑛
			

		
	
 for all 
	
		
			
				𝐵
				⊆
				𝑋
			

		
	
, then both the IGULCOA operator (9) and the IGULOWA operator (12) reduce to the IGULAA operator. 
Definition 8. Let 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				=
				(
				[
				𝑠
			

			

				𝛼
			

			

				𝑗
			

			
				,
				𝑠
			

			

				𝛽
			

			

				𝑗
			

			
				]
				,
				[
				𝑔
			

			
				𝐿
				𝑗
			

			
				,
				𝑔
			

			
				𝑈
				𝑗
			

			
				]
				)
				(
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
 be a collection of interval grey uncertain linguistic variables, and, 
	
		
			

				𝜇
			

		
	
 be a fuzzy measure on 
	
		
			

				𝑋
			

		
	
, an induced interval grey uncertain linguistic correlated ordered arithmetic averaging (I-IGULCOA) operator is defined as follows:
							
	
 		
 			
				(
				1
				3
				)
			
 		
	

	
		
			
				𝑢
				I
				-
				I
				G
				L
				C
				O
				A
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				=
				
				
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			

				⊗
			

			
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				=
				
				
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			
				(
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				)
				)
				−
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				)
				)
				)
				𝛼
			

			
				𝜎
				(
				𝑗
				)
			

			
				,
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			
				(
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				)
				)
				−
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				)
				)
				)
				𝛽
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				,
				
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝐿
				𝜎
				(
				𝑗
				)
			

			
				
				,
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝑈
				𝜎
				(
				𝑗
				)
			

			
				
				,
				
				
			

		
	

						where 
	
		
			
				(
				𝜎
				(
				1
				)
				,
				𝜎
				(
				2
				)
				,
				…
				,
				𝜎
				(
				𝑛
				)
				)
			

		
	
 is a permutation of 
	
		
			
				(
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
, for all 
	
		
			
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
			

		
	
; that is, 
	
		
			
				⟨
				𝑢
			

			

				𝑗
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				⟩
			

		
	
 is the 2-tuple with 
	
		
			

				𝑢
			

			
				𝜎
				(
				𝑗
				)
			

		
	
 the 
	
		
			

				𝑗
			

		
	
th largest values in the set 
	
		
			
				{
				𝑢
			

			

				1
			

			
				,
				𝑢
			

			

				2
			

			
				,
				…
				,
				𝑢
			

			

				𝑛
			

			

				}
			

		
	
, and 
	
		
			

				𝑢
			

			

				𝑗
			

		
	
 in 
	
		
			
				⟨
				𝑢
			

			

				𝑗
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				⟩
			

		
	
 is referred to as the order-inducing variable and 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				=
				(
				[
				𝑠
			

			

				𝛼
			

			

				𝑗
			

			
				,
				𝑠
			

			

				𝛽
			

			

				𝑗
			

			
				]
				,
				[
				𝑔
			

			
				𝐿
				𝑗
			

			
				,
				𝑔
			

			
				𝑈
				𝑗
			

			
				]
				)
			

		
	
 as the interval grey uncertain linguistic value, 
	
		
			
				𝐵
				(
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				)
				=
				{
				𝑥
			

			
				𝜎
				(
				𝑘
				)
			

			
				∣
				𝑘
				≤
				𝑗
				,
				𝑘
				≥
				1
				}
			

		
	
, for 
	
		
			
				𝑘
				≥
				1
			

		
	
, and 
	
		
			
				𝐵
				(
				𝑥
			

			
				𝜎
				(
				0
				)
			

			
				)
				=
				𝜙
			

		
	
.
In the above definition, the reordering of the set of values to aggregate 
	
		
			
				(
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				1
			

			
				
				𝐴
				)
				,
			

			

				⊗
			

			
				(
				𝑥
			

			

				2
			

			
				
				𝐴
				)
				,
				…
				,
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑛
			

			
				)
				)
			

		
	
 is induced by the reordering of the set of values 
	
		
			
				{
				𝑢
			

			

				1
			

			
				,
				𝑢
			

			

				2
			

			
				,
				…
				,
				𝑢
			

			

				𝑛
			

			

				}
			

		
	
 associated with them, which is based on their magnitude. The main difference between the IGULCOA operator and the I-IGULCOA operator resides in the reordering step of the argument variable. In the case of IGULCOA operator, this reordering is based on the magnitude of the interval grey uncertain linguistic values to be aggregated, whereas in the case of I-IGULCOA operator an order-inducing variable is used as the criterion to induce that reordering. Obviously, in Definition 8, if 
	
		
			

				𝑢
			

			

				𝑗
			

			
				=
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			

				)
			

		
	
, for all 
	
		
			

				𝑗
			

		
	
, then the I-IGULCOA operator is reduced to the IGULCOA operator.
Similar to the other induced operators, the I-IGULCOA operator has the following properties.
Theorem 9 (commutativity).  Consider
							
	
 		
 			
				(
				1
				4
				)
			
 		
	

	
		
			
				𝑢
				𝐼
				-
				𝐼
				𝐺
				𝑈
				𝐿
				𝐶
				𝑂
				𝐴
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				𝑢
				
				
				=
				𝐼
				-
				𝐼
				𝐺
				𝑈
				𝐿
				𝐶
				𝑂
				𝐴
				
				
			

			
				
				1
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			
				
				2
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			
				
				𝑛
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				,
				
				
			

		
	

						where 
	
		
			
				(
				⟨
				𝑢
			

			
				
				1
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				(
				𝑥
			

			

				1
			

			
				)
				⟩
				,
				⟨
				𝑢
			

			
				
				2
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				(
				𝑥
			

			

				2
			

			
				)
				⟩
				,
				…
				,
				⟨
				𝑢
			

			
				
				𝑛
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				(
				𝑥
			

			

				𝑛
			

			
				)
				⟩
				)
			

		
	
 is any permutation of 
	
		
			
				(
				⟨
				𝑢
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				1
			

			
				)
				⟩
				,
				⟨
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				2
			

			
				)
				⟩
				,
				…
				,
				⟨
				𝑢
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑛
			

			
				)
				⟩
				)
			

		
	
.
Proof.  Let
							
	
 		
 			
				(
				1
				5
				)
			
 		
	

	
		
			
				𝑢
				𝐼
				-
				𝐼
				𝐺
				𝑈
				𝐿
				𝐶
				𝑂
				𝐴
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				=
				
				
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			

				⊗
			

			
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝑢
				𝐼
				-
				𝐼
				𝐺
				𝑈
				𝐿
				𝐶
				𝑂
				𝐴
				
				
			

			
				
				1
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			
				
				2
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			
				
				𝑛
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				=
				
				
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			
				⊗
				
			

			
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				.
			

		
	
Since 
	
		
			
				(
				⟨
				𝑢
			

			
				
				1
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				(
				𝑥
			

			

				1
			

			
				)
				⟩
				,
				⟨
				𝑢
			

			
				
				2
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				(
				𝑥
			

			

				2
			

			
				)
				⟩
				,
				…
				,
				⟨
				𝑢
			

			
				
				𝑛
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				(
				𝑥
			

			

				𝑛
			

			
				)
				⟩
				)
			

		
	
 is any permutation of 
	
		
			
				(
				⟨
				𝑢
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				1
			

			
				)
				⟩
				,
				⟨
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				2
			

			
				)
				⟩
				,
				…
				,
				⟨
				𝑢
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑛
			

			
				)
				⟩
				)
			

		
	
, we have 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				
				𝐴
				)
				=
			

			
				⊗
				
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				(
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
, and then
							
	
 		
 			
				(
				1
				6
				)
			
 		
	

	
		
			
				𝑢
				I
				-
				I
				G
				U
				L
				C
				O
				A
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				𝑢
				
				
				=
				I
				-
				I
				G
				U
				L
				C
				O
				A
				
				
			

			
				
				1
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			
				
				2
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			
				
				𝑛
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				.
				
				
			

		
	

Theorem 10 (idempotency).  If 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				=
				(
				[
				𝑠
			

			

				𝛼
			

			

				𝑗
			

			
				,
				𝑠
			

			

				𝛽
			

			

				𝑗
			

			
				]
				,
				[
				𝑔
			

			
				𝐿
				𝑗
			

			
				,
				𝑔
			

			
				𝑈
				𝑗
			

			
				
				𝐴
				]
				)
				=
			

			

				⊗
			

			
				(
				𝑥
				)
				=
				(
				[
				𝑠
			

			

				𝛼
			

			
				,
				𝑠
			

			

				𝛽
			

			
				]
				,
				[
				𝑔
			

			

				𝐿
			

			
				,
				𝑔
			

			

				𝑈
			

			
				]
				)
				(
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
, for all 
	
		
			

				𝑗
			

		
	
, then 
							
	
 		
 			
				(
				1
				7
				)
			
 		
	

	
		
			
				𝑢
				𝐼
				-
				𝐼
				𝐺
				𝑈
				𝐿
				𝐶
				𝑂
				𝐴
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				=
				
				𝐴
				
				
			

			

				⊗
			

			
				𝑠
				(
				𝑥
				)
				=
				
				
			

			

				𝛼
			

			
				,
				𝑠
			

			

				𝛽
			

			
				
				,
				
				𝑔
			

			

				𝐿
			

			
				,
				𝑔
			

			

				𝑈
			

			
				.
				
				
			

		
	

Proof.  Since 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				
				𝐴
				)
				=
			

			

				⊗
			

			
				(
				𝑥
				)
			

		
	
, for all 
	
		
			

				𝑗
			

		
	
, we have 
							
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			
				𝑢
				I
				-
				I
				G
				U
				L
				C
				O
				A
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				=
				
				
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			

				⊗
			

			
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				=
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			

				⊗
			

			
				=
				
				𝐴
				(
				𝑥
				)
			

			

				⊗
			

			
				(
				𝑥
				)
				.
			

		
	

Theorem 11 (monotonicity).  If 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				
				𝐴
				)
				≤
			

			
				⊗
				
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				(
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
, then
							
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			
				𝑢
				𝐼
				-
				𝐼
				𝐺
				𝑈
				𝐿
				𝐶
				𝑂
				𝐴
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				𝑢
				
				
				≤
				𝐼
				-
				𝐼
				𝐺
				𝑈
				𝐿
				𝐶
				𝑂
				𝐴
				
				
			

			
				
				1
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			
				
				2
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			
				
				𝑛
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				.
				
				
			

		
	

Proof.  Let
							
	
 		
 			
				(
				2
				0
				)
			
 		
	

	
		
			
				𝑢
				I
				-
				I
				G
				U
				L
				C
				O
				A
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				=
				
				
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			

				⊗
			

			
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝑢
				I
				-
				I
				G
				U
				L
				C
				O
				A
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				=
				
				
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			
				⊗
				
			

			
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				.
			

		
	
Since 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				
				𝐴
				)
				≤
			

			
				⊗
				
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				(
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
, it follows that 
	
		
			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐴
				)
				≤
			

			
				⊗
				
			

			
				(
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				)
				(
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
, then
							
	
 		
 			
				(
				2
				1
				)
			
 		
	

	
		
			
				𝑢
				I
				-
				I
				G
				U
				L
				C
				O
				A
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				𝑢
				
				
				≤
				I
				-
				I
				G
				U
				L
				C
				O
				A
				
				
			

			
				
				1
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			
				
				2
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			
				
				𝑛
			

			
				,
				
				𝐴
			

			
				⊗
				
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				.
				
				
			

		
	

Theorem 12 (boundness).  Consider
							
	
 		
 			
				(
				2
				2
				)
			
 		
	

	
		
			
				M
				i
				n
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			
				
				𝑢
				≤
				𝐼
				-
				𝐼
				𝐺
				𝑈
				𝐿
				𝐶
				𝑂
				𝐴
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				
				
				≤
				M
				a
				x
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			
				
				.
			

		
	

Proof.  Let
							
	
 		
 			
				(
				2
				3
				)
			
 		
	

	
		
			
				𝑢
				I
				-
				I
				G
				U
				L
				C
				O
				A
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				=
				
				
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			

				⊗
			

			
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				.
			

		
	
Since 
	
		
			
				M
				i
				n
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				
				𝐴
				)
				≤
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				≤
				M
				a
				x
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				(
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
, then
							
	
 		
 			
				(
				2
				4
				)
			
 		
	

	
		
			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				
				
				M
				i
				n
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			
				
				≤
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			

				⊗
			

			
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				≤
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				
				
				M
				a
				x
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			

				
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				
				
				M
				i
				n
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			
				
				=
				M
				i
				n
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			

				
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				
				
				M
				a
				x
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			
				
				=
				M
				a
				x
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			
				
				.
			

		
	

						Hence,
							
	
 		
 			
				(
				2
				5
				)
			
 		
	

	
		
			
				M
				i
				n
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			
				
				𝑢
				≤
				I
				-
				I
				G
				U
				L
				C
				O
				A
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				2
			

			
				
				
				
				𝑢
				,
				…
				,
			

			

				𝑛
			

			
				,
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				
				
				≤
				M
				a
				x
			

			

				𝑗
			

			
				
				𝐴
			

			

				⊗
			

			
				
				𝑥
			

			

				𝑗
			

			
				
				.
			

		
	

4. An Approach to Multiple Attribute Group Decision Making Method Based on the IGULCOA Operator and the I-IGULCOA Operator
In this section, we will develop an approach to multiple attribute group decision making with interval grey uncertain linguistic variables information and correlated weight as follows.
Let 
	
		
			
				𝐴
				=
				{
				𝑎
			

			

				1
			

			
				,
				𝑎
			

			

				2
			

			
				,
				…
				,
				𝑎
			

			

				𝑚
			

			

				}
			

		
	
 be a discrete set of alternatives, and let 
	
		
			
				𝑋
				=
				{
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				…
				,
				𝑥
			

			

				𝑛
			

			

				}
			

		
	
 be the set of attributes, 
	
		
			

				𝑚
			

		
	
 a fuzzy measure on 
	
		
			

				𝑋
			

		
	
, where 
	
		
			
				0
				≤
				𝑚
				(
				{
				𝑥
			

			

				1
			

			
				,
				…
				,
				𝑥
			

			

				𝑗
			

			
				}
				)
				≤
				1
				,
				𝑚
				(
				{
				𝑋
				}
				)
				=
				1
			

		
	
 and 
	
		
			
				𝑚
				(
				{
				𝜙
				}
				)
				=
				0
			

		
	
. Let 
	
		
			
				𝐷
				=
				{
				𝑑
			

			

				1
			

			
				,
				𝑑
			

			

				2
			

			
				,
				…
				,
				𝑑
			

			

				𝑡
			

			

				}
			

		
	
 be the set of decision makers, 
	
		
			

				𝜇
			

		
	
 a fuzzy measure on 
	
		
			

				𝐷
			

		
	
, where 
	
		
			
				0
				≤
				𝜇
				(
				{
				𝑑
			

			

				1
			

			
				,
				…
				,
				𝑑
			

			

				𝑘
			

			
				}
				)
				≤
				1
			

		
	
,  
	
		
			
				𝜇
				(
				{
				𝐷
				}
				)
				=
				1
			

		
	
, and 
	
		
			
				𝜇
				(
				{
				𝜙
				}
				)
				=
				0
			

		
	
. Suppose that 
	
		
			
				
				𝑅
			

			

				𝑘
			

			
				
				𝐴
				=
				(
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				)
			

			
				𝑚
				×
				𝑛
			

		
	
 is the interval grey uncertain linguistic decision matrix, where 
	
		
			
				
				𝐴
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				(
				𝑥
			

			

				𝑗
			

			

				)
			

		
	
 indicates the attribute value that the alternative 
	
		
			

				𝑎
			

			

				𝑖
			

		
	
 satisfies the attribute 
	
		
			

				𝑥
			

			

				𝑗
			

		
	
 given by the decision maker 
	
		
			

				𝑑
			

			

				𝑘
			

		
	
,  and  
	
		
			

				𝑢
			

			
				𝑗
				(
				𝑘
				)
			

		
	
 indicates the inducing values that the decision maker 
	
		
			

				𝑑
			

			

				𝑘
			

		
	
 satisfies the attribute 
	
		
			

				𝑥
			

			

				𝑗
			

		
	
,  
	
		
			
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑚
			

		
	
,  
	
		
			
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
			

		
	
,  and  
	
		
			
				𝑘
				=
				1
				,
				2
				,
				…
				,
				𝑡
			

		
	
. 
In the following, we apply the IGULCOA and I-IGULCOA operators to multiple attribute group decision making based on interval grey uncertain linguistic information and correlated weight. The method involves the following steps.
Step 1.  Utilize the decision information given in matrix 
	
		
			
				
				𝑅
			

			

				𝑘
			

		
	
, and the I-IGULCOA operator which has correlative weights vector:
							
	
 		
 			
				(
				2
				6
				)
			
 		
	

	
		
			

				𝑟
			

			
				𝑖
				(
				𝑘
				)
			

			
				𝑢
				=
				I
				-
				I
				G
				L
				C
				O
				A
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				
				𝑥
			

			

				2
			

			
				
				
				𝑢
				,
				…
				,
				
				
			

			

				𝑛
			

			
				,
				
				𝐴
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				
				𝑥
			

			

				𝑛
			

			
				
				=
				
				
				
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				=
				
				
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			
				(
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				)
				)
				−
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				)
				)
				)
				𝛼
			

			
				𝜎
				(
				𝑗
				)
			

			
				,
				𝑠
			

			

				∑
			

			
				𝑛
				𝑗
				=
				1
			

			
				(
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				)
				)
				−
				𝑚
				(
				𝐵
				(
				𝑥
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				)
				)
				)
				𝛽
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				,
				
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝐿
				𝜎
				(
				𝑗
				)
			

			
				
				,
				1
				−
			

			

				𝑛
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				1
				−
				𝑔
			

			
				𝑈
				𝜎
				(
				𝑗
				)
			

			
				
				
				
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑚
				,
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
				,
				𝑘
				=
				1
				,
				2
				,
				…
				,
				𝑡
			

		
	

						to aggregate all the decision matrices 
	
		
			
				
				𝑅
			

			

				𝑘
			

			
				(
				𝑘
				=
				1
				,
				2
				,
				…
				,
				𝑡
				)
			

		
	
 into a collective decision matrix 
	
		
			
				
				𝑅
				=
				(
				𝑟
			

			
				𝑖
				(
				𝑘
				)
			

			

				)
			

			
				𝑚
				×
				𝑡
			

		
	
, where 
	
		
			

				𝑚
			

		
	
 is a fuzzy measure on 
	
		
			

				𝑋
			

		
	
, 
	
		
			
				0
				≤
				𝑚
				(
				{
				𝑥
			

			

				1
			

			
				,
				…
				,
				𝑥
			

			

				𝑗
			

			
				}
				)
				≤
				1
			

		
	
, 
	
		
			
				𝑚
				(
				{
				𝑋
				}
				)
				=
				1
			

		
	
, and 
	
		
			
				𝑚
				(
				{
				𝜙
				}
				)
				=
				0
				(
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
.
Step 2. Utilize the decision information given in matrix 
	
		
			
				
				𝑅
			

		
	
 and the IGULCOA operator:
							
	
 		
 			
				(
				2
				7
				)
			
 		
	

	
		
			
				̃
				𝑧
			

			

				𝑖
			

			
				
				=
				I
				G
				U
				L
				C
				O
				A
				̃
				𝑟
			

			
				𝑖
				(
				1
				)
			

			
				,
				̃
				𝑟
			

			
				𝑖
				(
				2
				)
			

			
				,
				…
				,
				̃
				𝑟
			

			
				𝑖
				(
				𝑡
				)
			

			
				
				=
			

			

				𝑡
			

			

				
			

			
				𝑘
				=
				1
			

			
				
				𝜇
				
				𝐵
				
				𝑑
			

			
				𝜏
				(
				𝑘
				)
			

			
				
				𝐵
				
				𝑑
				
				
				−
				𝜇
			

			
				𝜏
				(
				𝑘
				−
				1
				)
			

			
				
				
				
				̃
				𝑟
			

			
				𝑖
				(
				𝑘
				)
			

			
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑚
			

		
	

						to derive the collective overall preference values 
	
		
			
				̃
				𝑟
			

			

				𝑖
			

			
				(
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑚
				)
			

		
	
 of the alternative 
	
		
			

				𝐴
			

			

				𝑖
			

		
	
, where 
	
		
			

				𝜇
			

		
	
 is a fuzzy measure on 
	
		
			

				𝐷
			

		
	
, 
	
		
			
				0
				≤
				𝜇
				(
				{
				𝑑
			

			

				1
			

			
				,
				…
				,
				𝑑
			

			

				𝑘
			

			
				}
				)
				≤
				1
			

		
	
, 
	
		
			
				𝜇
				(
				{
				𝐷
				}
				)
				=
				1
			

		
	
, and 
	
		
			
				𝜇
				(
				{
				𝜙
				}
				)
				=
				0
			

		
	
.
Step 3.  Let the basic unit-interval monotonic (BUM) function be 
	
		
			
				𝜌
				(
				𝑦
				)
				=
				𝑦
			

			

				𝛿
			

		
	
. We get the size of the collective overall preference values 
	
		
			
				̃
				𝑧
			

			

				𝑖
			

			
				(
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑚
				)
			

		
	
 by using
							
	
 		
 			
				(
				2
				8
				)
			
 		
	

	
		
			
				
				𝑄
				
				̃
				𝑧
			

			

				𝑖
			

			
				
				=
				
				𝑠
			

			

				𝛼
			

			

				𝑖
			

			
				,
				𝑠
			

			

				𝛽
			

			

				𝑖
			

			
				
				×
				𝑓
			

			

				𝜌
			

			
				
				
				
				1
				−
				𝑔
			

			
				𝑈
				𝑖
			

			
				
				,
				
				1
				−
				𝑔
			

			
				𝐿
				𝑖
			

			
				=
				
				𝑠
				
				
				
			

			

				𝛼
			

			

				𝑖
			

			
				,
				𝑠
			

			

				𝛽
			

			

				𝑖
			

			
				
				×
				
			

			
				1
				0
			

			
				𝑑
				𝜌
				(
				𝑦
				)
			

			
				
			
			
				𝑑
				𝑦
				
				
				1
				−
				𝑔
			

			
				𝐿
				𝑖
			

			
				
				
				𝑔
				−
				𝑦
			

			
				𝑈
				𝑖
			

			
				−
				𝑔
			

			
				𝐿
				𝑖
			

			
				
				
				𝑑
				𝑦
				.
			

		
	

Step 4.  To rank these collective overall preference values 
	
		
			
				
				𝑄
				(
				̃
				𝑧
			

			

				𝑖
			

			
				)
				(
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑚
				)
			

		
	
, we first compare each 
	
		
			
				
				𝑄
				(
				̃
				𝑧
			

			

				𝑖
			

			

				)
			

		
	
 with all 
	
		
			
				
				𝑄
				(
				̃
				𝑧
			

			

				𝑖
			

			
				)
				(
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑚
				)
			

		
	
 by using (9). For simplicity, we let 
	
		
			

				𝑝
			

			
				𝑖
				𝑗
			

			
				
				=
				𝑝
				(
				𝑄
				(
				̃
				𝑧
			

			

				𝑖
			

			
				
				)
				≥
				𝑄
				(
				̃
				𝑧
			

			

				𝑗
			

			
				)
				)
			

		
	
, then we develop a complementary matrix as 
	
		
			
				𝑃
				=
				(
				𝑝
			

			
				𝑖
				𝑗
			

			

				)
			

			
				𝑛
				×
				𝑛
			

		
	
, where 
	
		
			

				𝑝
			

			
				𝑖
				𝑗
			

			
				≥
				0
				,
				𝑝
			

			
				𝑖
				𝑗
			

			
				+
				𝑝
			

			
				𝑗
				𝑖
			

			
				=
				1
			

		
	
, 
	
		
			

				𝑝
			

			
				𝑖
				𝑖
			

			
				=
				1
				/
				2
			

		
	
, 
	
		
			
				𝑖
				,
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑛
			

		
	
. Summing all elements in each line of matrix 
	
		
			

				𝑃
			

		
	
, we have
	
		
			

				𝑝
			

			

				𝑖
			

			
				=
				∑
			

			
				𝑛
				𝑗
				=
				1
			

			

				𝑝
			

			
				𝑖
				𝑗
			

		
	
, 
	
		
			
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑛
			

		
	
. Consider
							
	
 		
 			
				(
				2
				9
				)
			
 		
	

	
		
			
				𝑝
				
				
				𝑄
				
				̃
				𝑧
			

			

				𝑖
			

			
				
				≥
				
				𝑄
				
				̃
				𝑧
			

			

				𝑗
			

			
				
				
				=
				
				
				M
				a
				x
				0
				,
				l
				e
				n
				̃
				𝑠
			

			

				𝑖
			

			
				
				
				+
				l
				e
				n
				̃
				𝑠
			

			

				𝑗
			

			
				
				𝛽
				
				
				−
				M
				a
				x
			

			

				𝑗
			

			
				−
				𝛼
			

			

				𝑖
			

			
				
				,
				0
			

			
				
			
			
				
				l
				e
				n
				̃
				𝑠
			

			

				𝑖
			

			
				
				
				+
				l
				e
				n
				̃
				𝑠
			

			

				𝑗
			

			
				
				.
			

		
	

						Then, we rank 
	
		
			
				
				𝑄
				(
				̃
				𝑧
			

			

				𝑖
			

			
				)
				(
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑚
				)
			

		
	
 in a descending order in accordance with the values of 
	
		
			

				𝑝
			

			

				𝑖
			

			
				(
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑚
				)
			

		
	
. 
Step 5.  The ranking of the alternatives can be gained and the best one can be found out.
5. Illustrative Example
Let us suppose there is an investment company, which wants to invest a sum of money in the best option. There is a panel with four possible alternatives to invest the money:(1) 
	
		
			

				𝑎
			

			

				1
			

		
	
 is a car company.(2) 
	
		
			

				𝑎
			

			

				2
			

		
	
 is a food company.(3) 
	
		
			

				𝑎
			

			

				3
			

		
	
 is a computer company.(4) 
	
		
			

				𝑎
			

			

				4
			

		
	
 is an arms company.The investment company must take a decision according to the following four attributes:(1) 
	
		
			

				𝑥
			

			

				1
			

		
	
 is the risk analysis.(2) 
	
		
			

				𝑥
			

			

				2
			

		
	
 is the growth analysis.(3) 
	
		
			

				𝑥
			

			

				3
			

		
	
 is the social-political impact analysis.(4) 
	
		
			

				𝑥
			

			

				4
			

		
	
 is the environmental impact analysis. The four possible alternatives 
	
		
			
				{
				𝑎
			

			

				1
			

			
				,
				𝑎
			

			

				2
			

			
				,
				𝑎
			

			

				3
			

			
				,
				𝑎
			

			

				4
			

			

				}
			

		
	
 are to be evaluated by the three decision makers 
	
		
			
				{
				𝑑
			

			

				1
			

			
				,
				𝑑
			

			

				2
			

			
				,
				𝑑
			

			

				3
			

			

				}
			

		
	
 under the above four attributes and construct, respectively, the inducing variables 
	
		
			

				𝑈
			

		
	
, which are shown in Table 1. And the decision matrices 
	
		
			
				
				𝑅
			

			

				𝑘
			

			
				
				𝐴
				=
				(
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				(
				𝑥
			

			

				𝑗
			

			
				)
				)
			

			
				4
				×
				4
			

		
	
 are as follows: 
						
	
 		
 			
				(
				3
				0
				)
			
 		
	

	
		
			
				
				𝑅
			

			

				1
			

			
				=
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				𝑠
				
				
			

			

				4
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				𝑠
				0
				.
				2
				,
				0
				.
				5
				
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				3
				,
				0
				.
				4
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				𝑠
				0
				.
				4
				,
				0
				.
				5
				
				
				
			

			

				4
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				4
				,
				0
				.
				5
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				6
			

			
				
				,
				[
				]
				𝑠
				0
				.
				2
				,
				0
				.
				4
				
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				2
				,
				0
				.
				4
				
				
			

			

				4
			

			
				,
				𝑠
			

			

				6
			

			
				
				,
				[
				]
				𝑠
				0
				.
				3
				,
				0
				.
				6
				
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				2
				,
				0
				.
				5
				
				
			

			

				4
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				𝑠
				0
				.
				3
				,
				0
				.
				5
				
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				2
				,
				0
				.
				4
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				𝑠
				0
				.
				2
				,
				0
				.
				4
				
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				3
				,
				0
				.
				5
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				𝑠
				0
				.
				3
				,
				0
				.
				4
				
				
				
			

			

				4
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				2
				,
				0
				.
				5
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				𝑠
				0
				.
				2
				,
				0
				.
				5
				
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				
				𝑅
				0
				.
				3
				,
				0
				.
				4
			

			

				2
			

			
				=
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				𝑠
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				𝑠
				0
				.
				1
				,
				0
				.
				3
				
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				2
				,
				0
				.
				3
				
				
			

			

				4
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				𝑠
				0
				.
				3
				,
				0
				.
				5
				
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				3
				,
				0
				.
				4
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				𝑠
				0
				.
				2
				,
				0
				.
				4
				
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				2
				,
				0
				.
				3
				
				
			

			

				4
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				𝑠
				0
				.
				3
				,
				0
				.
				4
				
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				4
				,
				0
				.
				5
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				3
			

			
				
				,
				[
				]
				𝑠
				0
				.
				2
				,
				0
				.
				3
				
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				6
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				4
				,
				0
				.
				5
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				𝑠
				0
				.
				2
				,
				0
				.
				4
				
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				3
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				2
				,
				0
				.
				4
				
				
			

			

				1
			

			
				,
				𝑠
			

			

				3
			

			
				
				,
				[
				]
				𝑠
				0
				.
				3
				,
				0
				.
				4
				
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				3
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				3
				,
				0
				.
				4
				
				
			

			

				1
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				𝑠
				0
				.
				3
				,
				0
				.
				5
				
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				
				𝑅
				0
				.
				2
				,
				0
				.
				5
			

			

				3
			

			
				=
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				𝑠
				
				
			

			

				4
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				𝑠
				0
				.
				2
				,
				0
				.
				4
				
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				3
				,
				0
				.
				3
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				𝑠
				0
				.
				3
				,
				0
				.
				4
				
				
				
			

			

				4
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				3
				,
				0
				.
				4
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				𝑠
				0
				.
				2
				,
				0
				.
				3
				
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				3
				,
				0
				.
				4
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				𝑠
				0
				.
				2
				,
				0
				.
				3
				
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				1
				,
				0
				.
				3
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				𝑠
				0
				.
				4
				,
				0
				.
				5
				
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				2
				,
				0
				.
				3
				
				
			

			

				1
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				𝑠
				0
				.
				1
				,
				0
				.
				4
				
				
				
			

			

				2
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				1
				,
				0
				.
				3
				
				
			

			

				1
			

			
				,
				𝑠
			

			

				3
			

			
				
				,
				[
				]
				𝑠
				0
				.
				1
				,
				0
				.
				5
				
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				
				𝑠
				0
				.
				2
				,
				0
				.
				3
				
				
			

			

				3
			

			
				,
				𝑠
			

			

				4
			

			
				
				,
				[
				]
				𝑠
				0
				.
				3
				,
				0
				.
				4
				
				
				
			

			

				4
			

			
				,
				𝑠
			

			

				5
			

			
				
				,
				[
				]
				
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				.
				0
				.
				1
				,
				0
				.
				4
			

		
	

Table 1: Inducing variables 
	
		
			

				𝑈
			

		
	
.
	

	Experts	Attribute (
	
		
			

				𝑥
			

			

				1
			

		
	
)	Attribute (
	
		
			

				𝑥
			

			

				2
			

		
	
)	Attribute (
	
		
			

				𝑥
			

			

				3
			

		
	
)	Attribute (
	
		
			

				𝑥
			

			

				4
			

		
	
)
	

	
	
		
			

				𝐷
			

			

				1
			

		
	
	17	15	22	12
	
	
		
			

				𝐷
			

			

				2
			

		
	
	15	22	25	13
	
	
		
			

				𝐷
			

			

				3
			

		
	
	16	21	25	28
	



The experts evaluate the enterprises 
	
		
			

				𝑎
			

			

				𝑖
			

			
				(
				𝑖
				=
				1
				,
				2
				,
				3
				,
				4
				)
			

		
	
 in relation to the factors 
	
		
			

				𝑥
			

			

				𝑗
			

			
				(
				𝑗
				=
				1
				,
				2
				,
				3
				,
				4
				)
			

		
	
. Let
						
	
 		
 			
				(
				3
				1
				)
			
 		
	

	
		
			
				𝑚
				
				𝑥
			

			

				1
			

			
				
				
				𝑥
				=
				0
				.
				3
				,
				𝑚
			

			

				2
			

			
				
				𝑚
				
				𝑥
				=
				0
				.
				3
				5
				,
			

			

				3
			

			
				
				
				𝑥
				=
				0
				.
				3
				0
				,
				𝑚
			

			

				4
			

			
				
				𝑚
				
				𝑥
				=
				0
				.
				2
				2
				,
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				
				
				𝑥
				=
				0
				.
				7
				,
				𝑚
			

			

				1
			

			
				,
				𝑥
			

			

				3
			

			
				
				𝑚
				
				𝑥
				=
				0
				.
				6
				,
			

			

				1
			

			
				,
				𝑥
			

			

				4
			

			
				
				
				𝑥
				=
				0
				.
				5
				5
				,
				𝑚
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				
				𝑚
				
				𝑥
				=
				0
				.
				5
				,
			

			

				2
			

			
				,
				𝑥
			

			

				4
			

			
				
				
				𝑥
				=
				0
				.
				4
				5
				,
				𝑚
			

			

				3
			

			
				,
				𝑥
			

			

				4
			

			
				
				𝑚
				
				𝑥
				=
				0
				.
				4
				,
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				
				
				𝑥
				=
				0
				.
				8
				2
				,
				𝑚
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				4
			

			
				
				𝑚
				
				𝑥
				=
				0
				.
				8
				7
				,
			

			

				1
			

			
				,
				𝑥
			

			

				3
			

			
				,
				𝑥
			

			

				4
			

			
				
				
				𝑥
				=
				0
				.
				7
				5
				,
				𝑚
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				,
				𝑥
			

			

				4
			

			
				
				𝑚
				
				𝑥
				=
				0
				.
				6
				,
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				,
				𝑥
			

			

				4
			

			
				
				=
				1
				.
			

		
	

The fuzzy measure of weighting vector of decision makers 
	
		
			

				𝐷
			

			

				𝑘
			

			
				(
				𝑘
				=
				1
				,
				2
				,
				3
				)
			

		
	
 and sets of decision makes 
	
		
			

				𝐷
			

		
	
 as follows:
						
	
 		
 			
				(
				3
				2
				)
			
 		
	

	
		
			
				
				𝐷
				𝜇
				(
				𝜙
				)
				=
				0
				,
				𝜇
			

			

				1
			

			
				
				𝜇
				
				𝐷
				=
				0
				.
				2
				5
				,
			

			

				2
			

			
				
				
				𝐷
				=
				0
				.
				3
				5
				,
				𝜇
			

			

				3
			

			
				
				𝜇
				
				𝐷
				=
				0
				.
				3
				,
			

			

				1
			

			
				,
				𝐷
			

			

				2
			

			
				
				
				𝐷
				=
				0
				.
				7
				,
				𝜇
			

			

				1
			

			
				,
				𝐷
			

			

				3
			

			
				
				𝜇
				
				𝐷
				=
				0
				.
				6
				5
				,
			

			

				2
			

			
				,
				𝐷
			

			

				3
			

			
				
				
				𝐷
				=
				0
				.
				5
				,
				𝜇
			

			

				1
			

			
				,
				𝐷
			

			

				2
			

			
				,
				𝐷
			

			

				3
			

			
				
				=
				1
				.
			

		
	

Step 1.  Utilize the decision information given in matrix 
	
		
			
				
				𝑅
			

			

				𝑘
			

			
				(
				𝑘
				=
				1
				,
				2
				,
				3
				)
			

		
	
 inducing variables 
	
		
			

				𝑈
			

		
	
, and the I-IGULCOA operator which has correlative weights vector:
							
	
 		
 			
				(
				3
				3
				)
			
 		
	

	
		
			

				𝑟
			

			
				𝑖
				(
				𝑘
				)
			

			
				𝑢
				=
				I
				-
				I
				G
				U
				L
				C
				O
				A
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				
				𝑥
			

			

				2
			

			
				
				
				,
				
				𝑢
			

			

				3
			

			
				,
				
				𝐴
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				
				𝑥
			

			

				3
			

			
				
				
				,
				
				𝑢
			

			

				4
			

			
				,
				
				𝐴
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				
				𝑥
			

			

				4
			

			
				
				=
				
				
			

			

				4
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			
				⊗
				𝑖
				(
				𝑘
				)
			

			
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				,
			

		
	

						where 
	
		
			

				𝑢
			

			
				3
				(
				1
				)
			

			
				≥
				𝑢
			

			
				1
				(
				1
				)
			

			
				≥
				𝑢
			

			
				2
				(
				1
				)
			

			
				≥
				𝑢
			

			
				4
				(
				1
				)
			

		
	
, then 
	
		
			
				
				𝐴
			

			
				⊗
				1
				(
				1
				)
			

			
				(
				𝑥
			

			
				𝜎
				(
				1
				)
			

			
				
				𝐴
				)
				=
			

			
				⊗
				1
				(
				1
				)
			

			
				(
				𝑥
			

			

				3
			

			

				)
			

		
	
,  
	
		
			
				
				𝐴
			

			
				⊗
				1
				(
				1
				)
			

			
				(
				𝑥
			

			
				𝜎
				(
				2
				)
			

			
				
				𝐴
				)
				=
			

			
				⊗
				1
				(
				1
				)
			

			
				(
				𝑥
			

			

				1
			

			

				)
			

		
	
, 
	
		
			
				
				𝐴
			

			
				⊗
				1
				(
				1
				)
			

			
				(
				𝑥
			

			
				𝜎
				(
				3
				)
			

			
				
				𝐴
				)
				=
			

			
				⊗
				1
				(
				1
				)
			

			
				(
				𝑥
			

			

				2
			

			

				)
			

		
	
,  
	
		
			
				
				𝐴
			

			
				⊗
				1
				(
				1
				)
			

			
				(
				𝑥
			

			
				𝜎
				(
				4
				)
			

			
				
				𝐴
				)
				=
			

			
				⊗
				1
				(
				1
				)
			

			
				(
				𝑥
			

			

				4
			

			

				)
			

		
	
. We have 
							
	
 		
 			
				(
				3
				4
				)
			
 		
	

	
		
			
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜏
				(
				1
				)
			

			
				𝑥
				
				
				=
				𝑚
				
				
			

			

				3
			

			
				𝑚
				
				𝐵
				
				𝑥
				
				
				=
				0
				.
				3
				,
			

			
				𝜏
				(
				2
				)
			

			
				𝑥
				
				
				=
				𝑚
				
				
			

			

				1
			

			
				,
				𝑥
			

			

				3
			

			
				𝑚
				
				𝐵
				
				𝑥
				
				
				=
				0
				.
				6
				,
			

			
				𝜏
				(
				3
				)
			

			
				𝑥
				
				
				=
				𝑚
				
				
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				𝑚
				
				𝐵
				
				𝑥
				
				
				=
				0
				.
				8
				2
				,
			

			
				𝜏
				(
				4
				)
			

			
				𝑥
				
				
				=
				𝑚
				
				
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				𝑥
			

			

				3
			

			
				,
				𝑥
			

			

				4
			

			
				𝑟
				
				
				=
				1
				,
			

			
				1
				(
				1
				)
			

			
				𝑢
				=
				I
				-
				I
				G
				U
				L
				C
				O
				A
				
				
			

			

				1
			

			
				,
				
				𝐴
			

			
				⊗
				1
				(
				1
				)
			

			
				
				𝑥
			

			

				1
			

			
				
				
				,
				
				𝑢
			

			

				2
			

			
				,
				
				𝐴
			

			
				⊗
				1
				(
				1
				)
			

			
				
				𝑥
			

			

				2
			

			
				
				
				,
				
				𝑢
			

			

				3
			

			
				,
				
				𝐴
			

			
				⊗
				1
				(
				1
				)
			

			
				
				𝑥
			

			

				3
			

			
				
				
				,
				
				𝑢
			

			

				4
			

			
				,
				
				𝐴
			

			
				⊗
				1
				(
				1
				)
			

			
				
				𝑥
			

			

				4
			

			
				
				=
				
				
			

			

				4
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝑚
				
				𝐵
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				𝐵
				
				𝑥
				
				
				−
				𝑚
			

			
				𝜎
				(
				𝑗
				−
				1
				)
			

			
				
				𝐴
				
				
				
			

			
				⊗
				1
				(
				1
				)
			

			
				
				𝑥
			

			
				𝜎
				(
				𝑗
				)
			

			
				
				=
				𝑠
				
				
			

			
				3
				.
				4
				2
			

			
				,
				𝑠
			

			
				4
				.
				7
				8
			

			
				
				,
				[
				]
				
				.
				0
				.
				6
				8
				6
				,
				0
				.
				9
				1
				0
			

		
	

						Similarly, we have 
							
	
 		
 			
				(
				3
				5
				)
			
 		
	

	
		
			

				𝑟
			

			
				1
				(
				1
				)
			

			
				=
				𝑠
				
				
			

			
				3
				.
				4
				2
			

			
				,
				𝑠
			

			
				4
				.
				7
				8
			

			
				
				,
				[
				]
				
				,
				𝑟
				0
				.
				6
				8
				6
				,
				0
				.
				9
				1
				0
			

			
				2
				(
				1
				)
			

			
				=
				𝑠
				
				
			

			
				2
				.
				9
				2
			

			
				,
				𝑠
			

			
				4
				.
				5
				2
			

			
				
				,
				[
				]
				
				,
				𝑟
				0
				.
				7
				9
				8
				,
				0
				.
				9
				2
				5
			

			
				3
				(
				1
				)
			

			
				=
				𝑠
				
				
			

			
				3
				.
				1
				8
			

			
				,
				𝑠
			

			
				4
				.
				7
				8
			

			
				
				,
				[
				]
				
				,
				𝑟
				0
				.
				6
				4
				2
				,
				0
				.
				8
				9
				2
			

			
				4
				(
				1
				)
			

			
				=
				𝑠
				
				
			

			
				2
				.
				6
				0
			

			
				,
				𝑠
			

			
				4
				.
				8
				2
			

			
				
				,
				[
				]
				
				,
				𝑟
				0
				.
				6
				8
				6
				,
				0
				.
				9
				4
				0
			

			
				1
				(
				2
				)
			

			
				=
				𝑠
				
				
			

			
				2
				.
				5
				0
			

			
				,
				𝑠
			

			
				4
				.
				3
				8
			

			
				
				,
				[
				]
				
				,
				𝑟
				0
				.
				6
				5
				4
				,
				0
				.
				8
				2
				9
			

			
				2
				(
				2
				)
			

			
				=
				𝑠
				
				
			

			
				2
				.
				9
				4
			

			
				,
				𝑠
			

			
				4
				.
				3
				4
			

			
				
				,
				[
				]
				
				,
				𝑟
				0
				.
				6
				8
				6
				,
				0
				.
				8
				9
				2
			

			
				3
				(
				2
				)
			

			
				=
				𝑠
				
				
			

			
				2
				.
				2
				2
			

			
				,
				𝑠
			

			
				3
				.
				5
				2
			

			
				
				,
				[
				]
				
				,
				𝑟
				0
				.
				6
				8
				6
				,
				0
				.
				8
				4
				9
			

			
				4
				(
				2
				)
			

			
				=
				𝑠
				
				
			

			
				2
				.
				7
				2
			

			
				,
				𝑠
			

			
				4
				.
				5
				2
			

			
				
				,
				[
				]
				
				,
				𝑟
				0
				.
				7
				6
				5
				,
				0
				.
				9
				2
				5
			

			
				1
				(
				3
				)
			

			
				=
				𝑠
				
				
			

			
				3
				.
				2
				0
			

			
				,
				𝑠
			

			
				4
				.
				4
				0
			

			
				
				,
				[
				]
				
				,
				𝑟
				0
				.
				7
				3
				1
				,
				0
				.
				8
				5
				3
			

			
				2
				(
				3
				)
			

			
				=
				𝑠
				
				
			

			
				2
				.
				6
				2
			

			
				,
				𝑠
			

			
				4
				.
				4
				2
			

			
				
				,
				[
				]
				
				,
				𝑟
				0
				.
				6
				0
				3
				,
				0
				.
				8
				4
				9
			

			
				3
				(
				3
				)
			

			
				=
				𝑠
				
				
			

			
				2
				.
				6
				4
			

			
				,
				𝑠
			

			
				4
				.
				0
				2
			

			
				
				,
				[
				]
				
				,
				𝑟
				0
				.
				5
				9
				7
				,
				0
				.
				8
				5
				3
			

			
				4
				(
				3
				)
			

			
				=
				𝑠
				
				
			

			
				2
				.
				6
				2
			

			
				,
				𝑠
			

			
				4
				.
				8
				2
			

			
				
				,
				[
				]
				
				.
				0
				.
				5
				4
				6
				,
				0
				.
				8
				2
				4
			

		
	

Step 2.  Utilize the decision information given in matrix 
	
		
			
				
				𝑅
			

		
	
 and the IGULCOA operator:
							
	
 		
 			
				(
				3
				6
				)
			
 		
	

	
		
			
				̃
				𝑧
			

			

				𝑖
			

			
				
				=
				I
				G
				U
				L
				C
				O
				A
				̃
				𝑟
			

			
				𝑖
				(
				1
				)
			

			
				,
				̃
				𝑟
			

			
				𝑖
				(
				2
				)
			

			
				,
				̃
				𝑟
			

			
				𝑖
				(
				3
				)
			

			
				
				=
			

			

				3
			

			

				
			

			
				𝑘
				=
				1
			

			
				
				𝜇
				
				𝐵
				
				𝑑
			

			
				𝜏
				(
				𝑘
				)
			

			
				
				𝐵
				
				𝑑
				
				
				−
				𝜇
			

			
				𝜏
				(
				𝑘
				−
				1
				)
			

			
				
				
				
				̃
				𝑟
			

			
				(
				𝑘
				)
				𝜏
				(
				𝑖
				)
			

			

				.
			

		
	

						We obtain the collective overall preference values 
	
		
			
				̃
				𝑧
			

			

				𝑖
			

		
	
 of the decision makers 
	
		
			

				𝐷
			

			

				𝑘
			

			
				(
				𝑘
				=
				1
				,
				2
				,
				3
				)
			

		
	
. Consider
							
	
 		
 			
				(
				3
				7
				)
			
 		
	

	
		
			
				̃
				𝑧
			

			

				1
			

			
				=
				𝑠
				
				
			

			
				3
				.
				0
				9
				1
			

			
				,
				𝑠
			

			
				4
				.
				5
				0
				9
			

			
				
				,
				[
				]
				
				,
				0
				.
				9
				7
				1
				,
				0
				.
				9
				9
				8
				̃
				𝑧
			

			

				2
			

			
				=
				𝑠
				
				
			

			
				2
				.
				8
				3
				4
			

			
				,
				𝑠
			

			
				4
				.
				4
				5
				4
			

			
				
				,
				[
				]
				
				,
				0
				.
				9
				7
				5
				,
				0
				.
				9
				9
				9
				̃
				𝑧
			

			

				3
			

			
				=
				𝑠
				
				
			

			
				2
				.
				7
				0
				9
			

			
				,
				𝑠
			

			
				4
				.
				1
				4
				9
			

			
				
				,
				[
				]
				
				,
				0
				.
				9
				5
				5
				,
				0
				.
				9
				9
				8
				̃
				𝑧
			

			

				4
			

			
				=
				𝑠
				
				
			

			
				2
				.
				6
				4
				8
			

			
				,
				𝑠
			

			
				4
				.
				7
				1
				5
			

			
				
				,
				[
				]
				
				.
				0
				.
				9
				6
				7
				,
				0
				.
				9
				9
				9
			

		
	

Step 3.  Let the basic unit-interval monotonic (BUM) function be 
	
		
			
				𝜌
				(
				𝑦
				)
				=
				𝑦
			

			

				2
			

		
	
. We get the size of the collective overall preference values 
	
		
			
				𝑄
				(
				̃
				𝑧
			

			

				𝑖
			

			
				)
				(
				𝑖
				=
				1
				,
				2
				,
				3
				,
				4
				)
			

		
	
 by using
							
	
 		
 			
				(
				3
				8
				)
			
 		
	

	
		
			
				𝑄
				
				̃
				𝑧
			

			

				1
			

			
				
				=
				
				𝑠
			

			
				0
				.
				0
				6
				2
			

			
				,
				𝑠
			

			
				0
				.
				0
				9
				1
			

			
				
				,
				𝑄
				
				̃
				𝑧
			

			

				2
			

			
				
				=
				
				𝑠
			

			
				0
				.
				0
				4
				9
			

			
				,
				𝑠
			

			
				0
				.
				0
				7
				6
			

			
				
				,
				𝑄
				
				̃
				𝑧
			

			

				3
			

			
				
				=
				
				𝑠
			

			
				0
				.
				0
				8
				4
			

			
				,
				𝑠
			

			
				0
				.
				1
				2
				9
			

			
				
				,
				𝑄
				
				̃
				𝑧
			

			

				4
			

			
				
				=
				
				𝑠
			

			
				0
				.
				0
				6
				0
			

			
				,
				𝑠
			

			
				0
				.
				1
				0
				6
			

			
				
				.
			

		
	

Step 4. To rank these collective overall preference values 
	
		
			
				
				𝑄
				(
				̃
				𝑧
			

			

				𝑖
			

			
				)
				(
				𝑖
				=
				1
				,
				2
				,
				3
				,
				4
				)
			

		
	
 by using (29) and then construct a complementary matrix,
							
	
 		
 			
				(
				3
				9
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				𝑃
				=
				0
				.
				5
				0
				0
				0
				.
				7
				5
				2
				0
				.
				0
				9
				5
				0
				.
				4
				1
				5
				0
				.
				2
				4
				8
				0
				.
				5
				0
				0
				0
				.
				0
				0
				0
				0
				.
				2
				2
				3
				0
				.
				9
				0
				5
				1
				.
				0
				0
				0
				0
				.
				5
				0
				0
				0
				.
				7
				5
				5
				0
				.
				5
				8
				5
				0
				.
				7
				7
				7
				0
				.
				2
				4
				5
				0
				.
				5
				0
				0
			

		
	

						Summing all elements in each line of matrix 
	
		
			

				𝑃
			

		
	
, we have
							
	
 		
 			
				(
				4
				0
				)
			
 		
	

	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				2
				3
				0
				,
				𝑝
			

			

				2
			

			
				𝑝
				=
				0
				.
				1
				6
				4
				,
			

			

				3
			

			
				=
				0
				.
				3
				4
				7
				,
				𝑝
			

			

				4
			

			
				=
				0
				.
				2
				5
				9
				.
			

		
	

						Then, we rank 
	
		
			
				
				𝑄
				(
				̃
				𝑧
			

			

				𝑖
			

			
				)
				(
				𝑖
				=
				1
				,
				2
				,
				3
				,
				4
				)
			

		
	
 in a descending order in accordance with the values of 
	
		
			

				𝑝
			

			

				𝑖
			

			
				(
				𝑖
				=
				1
				,
				2
				,
				3
				,
				4
				)
			

		
	
:  
	
		
			
				
				𝑄
				(
				̃
				𝑧
			

			

				3
			

			
				
				)
				≻
				𝑄
				(
				̃
				𝑧
			

			

				4
			

			
				
				)
				≻
				𝑄
				(
				̃
				𝑧
			

			

				1
			

			
				
				)
				≻
				𝑄
				(
				̃
				𝑧
			

			

				2
			

			

				)
			

		
	
, so we get the 
	
		
			
				̃
				𝑧
			

			

				3
			

			
				≻
				̃
				𝑧
			

			

				4
			

			
				≻
				̃
				𝑧
			

			

				1
			

			
				≻
				̃
				𝑧
			

			

				2
			

		
	
.
Step 5.  Rank all the alternatives 
	
		
			

				𝑎
			

			

				𝑖
			

			
				(
				𝑖
				=
				1
				,
				2
				,
				3
				,
				4
				)
			

		
	
 in accordance with 
	
		
			
				̃
				𝑧
			

			

				𝑖
			

			
				(
				𝑖
				=
				1
				,
				2
				,
				3
				,
				4
				)
			

		
	
: 
	
		
			

				𝑎
			

			

				3
			

			
				≻
				𝑎
			

			

				4
			

			
				≻
				𝑎
			

			

				1
			

			
				≻
				𝑎
			

			

				2
			

		
	
. Thus, the best alternative is 
	
		
			

				𝑎
			

			

				3
			

		
	
.
6. Conclusion
In this paper, we use the Choquet integral to propose the interval grey uncertain linguistic correlated ordered arithmetic aggregation (IGULCOA) operator and the induced interval grey uncertain linguistic correlated ordered geometric aggregation (I-IGULCOA) operator, which are used to discuss the correlative interval grey uncertain linguistic variables. Furthermore, we also analyze the relation between it and some known operators and develop an approach to multiple attribute group decision making with the correlative attributes weights and the correlative expert weights, in which the attribute values are given in terms of the induced interval grey uncertain linguistic variables based on the interval grey uncertain linguistic correlated ordered arithmetic aggregation (IGULCOA) operator and the induced interval grey uncertain linguistic correlated ordered geometric aggregation (I-IGULCOA) operator. Finally, an illustrative example has been given to show the developed method. The applications of the operator in many actual fields, such as decision making, pattern recognition, and clustering analysis, are open questions for future research.
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