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Abstract. 
The resonant tunneling diodes (RTD) have found numerous applications in high-speed digital and analog circuits owing to its folded-back negative differential resistance (NDR) in current-voltage (I-V) characteristics and nanometer size. On account of the replacement of the state resistor in standard cell by an RTD, an RTD-based cellular neural/nonlinear network (RTD-CNN) can be obtained, in which the cell requires neither self-feedback nor a nonlinear output, thereby being more compact and versatile. This paper addresses the structure of RTD-CNN in detail and investigates its fault-tolerant properties in image processing taking horizontal line detection and edge extraction, for examples. A series of computer simulations demonstrates the promising fault-tolerant abilities of the RTD-CNN.
 

1. Introduction
In 1988, Chua and Yang defined cellular neural/nonlinear network (CNN) based on cellular automata and neural network [1, 2]. CNN was acclaimed as a powerful back-end analog array processor and capable of accelerating various computation intensive tasks in image processing, motion detection, pattern formation and recognition, and robotics [3]. The structure of this network is easy to implement in very large integration (VLSI) technologies.
With the transistor size shrinking close to sub 100 nm, many serious issues emerge, including the difficulty in fabrication and fundamental performance defects of transistor devices. It is believed that flash memory will approach the end of scaling down in a decade. Traditional transistor-based memory encounters the development bottleneck [4]. In order to overcome the limitations of CMOS, many nanometer-scale technologies have been proposed and utilized.
The devices and circuits based on quanta tunneling shows their advantages in nanometer-scale technology. Among several proposed nanometer electronic devices, the resonant tunneling diode possesses a relatively easy fabrication process and folded-back negative differential resistance (NDR) in current-voltage (I-V) characteristics [5, 6], thereby exploring several applications in both digital and analog circuits [7]. Some researchers have also stated that RTD have extensive applications in Microwave oscillator circuit for terahertz and can be as the main prospect for the basic element of the new logic cell in high-speed digital integrated circuit.
By combining the advantages of RTD in NDR feature and CNN in parallel and high performance capacity in data processing, the hybrid RTD-CNN is expected to have higher speed, more compact structure, and greater capability [6–8]. However, the growing size in RTD-CNN increases the likelihood of faulting components existing in such neural networks. To some extent, we expect that RTD-CNNs with few faults may also provide acceptable results based on the inherent fault-tolerant property of artificial neural networks. It is also an essential task to evaluate the fault-tolerant ability of CNN.
This paper investigates the resonant tunneling diodes based cellular neural/nonlinear networks (RTD-CNN) with fault-tolerant properties in image processing. In Section 2, the structure of the RTD-CNN is depicted in details, including the RTD model, CNN model, and the hybrid model. Then, in Section 3, fault tolerance, an important feature of RTD-CNNs, is analyzed, and the stability of RTD-CNNs with a single stuck-at fault is proved. A series of computer simulations and numerical analysis are given in Section 4. Conclusions are drawn in Section 5.
2. Structure of the RTD-Based CNN Model
2.1. Resonant Tunneling Diodes (RTDs)
 Nanometer electronics make it prospective of ultralow power and ultrahigh integration density. Among the different nanometer electronic devices discovered up to now, the resonant tunneling diode stands on the center of the stage. RTDs possess extreme compactness, picoseconds switching speed, nonmonotonic voltage-current characteristics, and possible monolithic and vertical integration with GaAs FETs [5]. 
The basic RTD device configuration, a double barrier quantum well structure, can be measured in nanometers (as Figure 1). The structure has two contacts (called the emitter and the collector) made from a semiconductor with a small bandgap (e.g., GaAs), quantum barriers made from a semiconductor with a larger bandgap (e.g., AlGaAs or InGaAs), and a quantum well made from a smaller bandgap semiconductor. The wave nature of the electrons in such a structure leads to quantum phenomena like interference, tunneling, and energy quantization. The quantum well is so narrow (about 5 nm) that it can only contain a single energy level, the so-called resonant. Electrons wishing to travel from the emitter to the collector can only do so if they are lined up with this resonant energy level. The NDR property can be exploited to design compact bistable circuits without feedback in digital circuits. 

























	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	


	


	
	


	
	


	
	
	


	
		
	
	
		
		
		
		
		
	


	
		
	
	
		
		
		
		
		
	


	
	
	


	
	
	


	
	
	


	
		
			
			
			
			
		
	


	
		
			
			
			
			
		
	


	
		
			
		
		
			
		
	


	
		
			
		
		
			
		
	













Figure 1: Resonant tunneling diode.      


The physical model of RTD has an effective mass approximation [8],
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							For the sake of simplicity, this characteristic can be approximated by a piecewise linear function as follows:
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The I-V characteristics (NDR) of RTD is represented by a piece-wise linear model clearly. Initially, with a low voltage across the device (point A in Figure 2), the electrons are below the point of resonance, and no current can flow through the device. As the voltage increases, the emitter region is warped upwards, and the collector region is warped downwards. Eventually, the band of electrons in the emitter will line up with the resonant energy state and allows tunneling through to the collector (point B in Figure 2). With higher voltage, the electrons are pushed to pass the resonant energy level and are unable to continue tunneling, which can be observed by the drop in current to the valley at point C in Figure 2. If the voltage increases further, more and more electrons are able to flow over the top of the quantum barriers, and the current flow will rise.







	




	







	




	




	


	


	
		
			
		
		
			
			
			
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
	


	
	
	


	
	
	


	
		
	
	
		
		
		
	


	
		
	
	
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
	


	
		
	
	
		
		
		
	


	
	
	


	
	
	


	
	
	


	
		
	


	
		
	


	
		
	

Figure 2: I-V characteristics of the RTD.


2.2. The Standard CNN
In recent twenty years, cellular neural networks have been greatly concerned and made significant progress in image processing and pattern recognition. The standard CNN circuit proposed by Chua and Yang is shown in Figure 3 [1]. The circuit of each cell in this network is shown in Figure 4, in which 
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Figure 3: A 2D 
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Figure 4: Schematic diagram of a CNN cell.


Applying KCL and KVL, the dynamics of a cell is derived as follows:
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2.2.1. Remarks
(a)All inner cells of a cellular neural network have the same circuit structures and parameter values. An inner cell has 
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2.3. The RTD-CNN Model
The linear resistor in the standard CNN cell is replaced by an RTD in an RTD-CNN cell (Figure 5). Because of this, the circuit becomes nonlinear, and the nonlinear relationship between state and output is unnecessary any longer. In this RTD-CNN cell, the state and output are identical; that is, 
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Figure 5: Schematic diagram of an RTD-CNN cell.
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3. The Stability Analysis of RTD-CNN with Single Faulty Cell
Image processing is an important application for RTD-CNNs. It is always hoped that the network can still work smoothly even if there exists a faulty cell. For the sake of this purpose, the convergence feature of the RTD-CNN with single stuck-at fault must be guaranteed. In this section, the stability of the proposed RTD-CNN has been analyzed and proved.
Definition 1. The stuck-at-α fault is defined that the state of a faulty cell is not changeable along with the inputs and outputs of other cells [9]:
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				(
				1
				0
				)
			
 		
	

	
		
			
				𝑎
				(
				𝑖
				,
				𝑗
				;
				𝑘
				,
				𝑙
				)
				=
				0
				,
				𝑏
				(
				𝑖
				,
				𝑗
				;
				𝑘
				,
				𝑙
				)
				=
				0
				,
				f
				o
				r
				𝐶
				(
				𝑘
				,
				𝑙
				)
				∉
				𝑁
			

			

				𝑟
			

			
				(
				𝑖
				,
				𝑗
				)
				.
			

		
	

						Then,
							
	
 		
 			
				(
				1
				1
				)
			
 		
	

	
		
			
				𝑑
				𝐸
				(
				𝑡
				)
			

			
				
			
			
				
				𝑑
				𝑡
				=
				−
			

			
				(
				𝑖
				,
				𝑗
				)
			

			
				𝑑
				𝑥
			

			
				𝑖
				𝑗
			

			
				(
				𝑡
				)
			

			
				
			
			
				
				
				𝑑
				𝑡
			

			
				(
				𝑘
				,
				𝑙
				)
			

			
				
			
			

				𝑎
			

			
				𝑖
				𝑗
				,
				𝑘
				𝑙
			

			

				𝑥
			

			
				𝑘
				𝑙
			

			
				
				(
				𝑡
				)
				+
			

			
				(
				𝑘
				,
				𝑙
				)
			

			

				𝑏
			

			
				𝑖
				𝑗
				,
				𝑘
				𝑙
			

			

				𝑢
			

			
				𝑘
				𝑙
			

			
				𝑑
				(
				𝑡
				)
				+
				𝐼
				−
			

			
				
			
			
				𝑑
				𝑥
			

			
				𝑖
				𝑗
			

			
				
				(
				𝑡
				)
			

			

				𝑥
			

			
				𝑖
				𝑗
			

			

				0
			

			
				ℎ
				(
				𝑠
				)
				𝑑
				𝑠
				+
				𝑎
			

			

				𝑓
			

			
				𝛼
				
				
				=
				−
			

			
				(
				𝑖
				,
				𝑗
				)
			

			
				𝑑
				𝑥
			

			
				𝑖
				𝑗
			

			
				(
				𝑡
				)
			

			
				
			
			
				
				
				𝑥
				𝑑
				𝑡
				−
				ℎ
			

			
				𝑖
				𝑗
			

			
				
				+
				
				(
				𝑡
				)
			

			
				(
				𝑘
				,
				𝑙
				)
			

			

				
			

			
				
			
			

				𝑎
			

			
				𝑖
				𝑗
				,
				𝑘
				𝑙
			

			

				𝑥
			

			
				𝑘
				𝑙
			

			
				(
				𝑡
				)
				+
				𝑏
			

			
				𝑖
				𝑗
				,
				𝑘
				𝑙
			

			

				𝑢
			

			
				𝑘
				𝑙
			

			
				
				(
				𝑡
				)
				+
				𝐼
				+
				𝛼
			

			

				𝑓
			

			
				𝛼
				
				.
			

		
	

						Substitute (4) into (11)
							
	
 		
 			
				(
				1
				2
				)
			
 		
	

	
		
			
				𝑑
				𝐸
				(
				𝑡
				)
			

			
				
			
			
				
				𝑑
				𝑡
				=
				−
			

			
				(
				𝑖
				,
				𝑗
				)
			

			
				𝐶
				
				𝑑
				𝑥
			

			
				𝑖
				𝑗
			

			
				(
				𝑡
				)
			

			
				
			
			
				
				𝑑
				𝑡
			

			

				2
			

			
				≤
				0
				.
			

		
	
Obviously, from Theorem 3, it can be found that the proposed RTD-CNN with single faulty cell is stable, which is essential in image processing.
4. Fault Tolerance in CNN
Taking the inherent fault-tolerant property of the cell neural network into account, the RTD-CNN in the presence of faults may also provide acceptable effects. In this section, we investigate the fault-tolerant property of the RTD-CNN through two image processing examples.
4.1. Horizontal Line Detection with RTD-CNN
A 
	
		
			
				1
				9
				×
				1
				9
			

		
	
 RTD-CNN is employed to implement the horizontal line detection task in image processing. The RTD-CNN template is given as:
								
	
 		
 			
				(
				1
				3
				)
			
 		
	

	
		
			
				
				
				
				
				𝑎
				=
				0
				0
				0
				,
				𝑏
				=
				1
				2
				1
				,
				𝐼
				=
				2
				.
			

		
	

Figures 6 and 7 show the outputs of the horizontal line detection of the RTD-CNN with the time evolvement, which illustrate that the RTD-CNN can detect the horizontal line (at time  
	
		
			
				𝑡
				=
				0
				.
				0
				2
				s
			

		
	
) successfully. Figure 8 shows the dynamics of the state variable of cells in horizontal line detection of the RTD-CNN with single faulty cell, which can achieve steadiness in 
	
		
			
				0
				.
				0
				1
				s
			

		
	
. A RTD-CNN with single stuck-at-
	
		
			

				𝛼
			

		
	
 faulty cell can also accomplish horizontal line detection task satisfactorily.
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(d)
Figure 6: Horizontal line detection with RTD-CNN. (a) Input image, (b) output image, 
	
		
			
				𝑡
				=
				2
				0
			

		
	
, (c) output image, and 
	
		
			
				𝑡
				=
				3
				0
			

		
	
, (d) output image, 
	
		
			
				𝑡
				=
				6
				0
			

		
	
.



















(a)


	
	






	
	

































(b)


	
	






	
	

































(c)


	
	






	
	

































(d)
Figure 7: Horizontal line detection with RTD-CNN with single faulty cell. (a) Input image, (b) output image, 
	
		
			
				𝑡
				=
				2
				0
			

		
	
, (c) output image, 
	
		
			
				𝑡
				=
				3
				0
			

		
	
, (d) output image,  
	
		
			
				𝑡
				=
				6
				0
			

		
	
.
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(d)
Figure 8: The dynamics of the state variable of cells in horizontal line detection of the RTD-CNN with single faulty cell.


4.2. Edge Extraction with RTD-CNN
A 22 × 22 RTD-CNN is built to verify its edge extraction capacity in image processing. The RTD-CNN template is shown in the following equation:
	
 		
 			
				(
				1
				4
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				⎡
				⎢
				⎢
				⎢
				⎢
				⎢
				⎣
				⎤
				⎥
				⎥
				⎥
				⎥
				⎥
				⎦
				𝑎
				=
				0
				0
				0
				0
				0
				0
				0
				0
				0
				,
				𝑏
				=
				0
				−
				𝑞
				0
				−
				𝑞
				4
				𝑞
				−
				𝑞
				0
				−
				𝑞
				0
				,
				𝐼
				=
				0
				.
			

		
	

Figures 9 and 10 show the results of edge extraction of the RTD-CNN with different values of 
	
		
			

				𝑞
			

		
	
. The RTD-CNN discriminates between edge cells (black), cells around the edge (white), and “background” cells, whose steadiness state is 0 (grey) clearly. And corner cells can apparently be separated from other edge cells with a smaller value of 
	
		
			

				𝑞
			

		
	
. It is evident that the RTD-CNN can extract the edge (at time 
	
		
			
				𝑡
				=
				0
				.
				1
				s
			

		
	
) successfully, in spite of the effect of a single faulty cell.
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(c)
Figure 9: Edge extraction with RTD-CNN. (a) Input image, (b) output image, 
	
		
			
				𝑞
				=
				1
			

		
	
, and (c) output image, 
	
		
			
				𝑞
				=
				0
				.
				1
				6
			

		
	
.
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(c)
Figure 10: Edge extraction with RTD-CNN with a single faulty cell. (a) Input image, (b) output image, 
	
		
			
				𝑞
				=
				1
			

		
	
, and (c) output image, 
	
		
			
				𝑞
				=
				0
				.
				1
				6
			

		
	
.


Figure 11 shows the dynamics of the state variable of cells in edge extraction of RTD-CNN with a single faulty cell which can achieve steadiness in 
	
		
			
				0
				.
				0
				1
				s
			

		
	
. Similarly, A RTD-CNN with single stuck-at-
	
		
			

				𝛼
			

		
	
 faulty cell can also accomplish edge extraction task satisfactorily.
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(d)
Figure 11: The dynamics of the state variable of cells in edge extraction of the RTD-CNN with a single faulty cell.


5. Conclusions
This paper demonstrates the characteristics of the RTDs and addresses the RTD-based cellular neural/nonlinear network (RTD-CNN), which makes simple the CNN cell structure but maintains its promising capabilities. Next, the RTD-CNN with single stuck-at fault is implemented and its stability is analyzed by Lyapunov stability theorem. Finally, the computer simulations of the RTD-CNN fully shows the satisfactory performance in image processing, such as horizontal line detection and edge extraction, improving the fault tolerance of RTD-CNN. Research results may provide a framework for further investigations in fault tolerant property of the RTD-CNNs and its applications in image processing.
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