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We discuss a task scheduling problem in heterogeneous systems and propose a multistep scheduling algorithm to solve it. Existing scheduling algorithms formulated as 0-1 integer linear programming can be used to consider the optimality of task scheduling. However, they cannot address complicated relations among tasks or communication costs among processors. Therefore, we propose a scheduling algorithm that formulates communication costs as 0-1 integer linear programming. On the other hand, 0-1 integer linear programming takes a long time to calculate the scheduling results because it is NP-complete. Thus, scheduling time also needs to be decreased. A solution for decreasing scheduling time is a graph clustering which decomposes a large task graph into smaller subtask graphs (clusters). Also, it is important for parallel and distributed processing to find task parallelism in a task graph. Then, we also propose a clustering algorithm based on SCAN. SCAN is an algorithm for finding clusters in a network. The clustering algorithm based on SCAN can find task parallelism in a task graph. In numerical examples, we argue the following two points. First, our multistep scheduling algorithm resolves the scheduling problem in heterogeneous systems. Second, it is superior to the existing scheduling algorithms in terms of calculation time.

1. Introduction

Computer simulation is useful for various calculations, for example, for developing medicine [1], analyzing the orbit of rockets [2], and developing various other products [3]. Computer simulation can reduce the time and costs required to make prototypes and tell us in advance the amount of deterioration and risk in what we do. Hence, developing computers for conducting simulations is important. Today, a single processor, which is the main calculating element in a computer, has performance limitations. Accordingly, research and development on a multicore CPU and GPU accumulated processors as cores [4] and grid computing [5] to reduce computation time has been extensive. This research is in the field of parallel and distributed processing. It is important for increasing the computation speed for assigning tasks to appropriate processors or computers. This is called task scheduling [6].

In parallel and distributed processing, a program is composed of a set of tasks, which is regarded as a graph in which tasks are bridged. The graph is called a task graph [7]. One of the most active research areas is on the task scheduling problem, which is how to assign tasks to processing elements (PEs), for example, CPU, GPU, and DSP, appropriately so that certain performance indices are optimized. There are many algorithms for task scheduling [6–10]. Focusing on the optimality of task scheduling, Beaumont et al. [9] and Shioda et al. [10] have proposed scheduling algorithms within 0-1 integer linear programming framework. Beaumont et al’s algorithm [9] is applied to task graphs for multitask algorithms. On the other hand, Shioda et al’s algorithm [10] is used to execute more complicated task graphs that have tasks
with priority orders to be executed by PEs compared with Beaumont et al.’s [9]. In addition, it has been reported through numerical experiments that Shioda et al.’s algorithm can solve the scheduling problem more optimally compared with Critical Path/Most Immediate Successors First (CP/MISF) [11]. CP/MISF is one of the most efficient heuristic scheduling algorithms and can be applied to a task graph which has tasks with priority orders to be executed. However, Shioda et al.’s algorithm [10] cannot be used to take into account communication costs among PEs. Consider multicore CPUs and GPUs composed of multiple cores that have the same functions as PEs. In parallel and distributed processing, communication among PEs generally occurs when data are transferred from one PE to another.

Motivated by the above, we propose a multistep scheduling algorithm with considering communication costs for PEs. The proposed algorithm is also based on 0-1 integer linear programming similar to Shioda et al.’s [10]. However, 0-1 integer linear programming is NP-complete [12] and there is a problem such that scheduling time increases exponentially with increasing task-graph size. A solution for decreasing scheduling time is graph clustering [13] which decomposes a large task graph into smaller subtask graphs (clusters). Also, it is important for parallel and distributed processing to find task parallelism in a task graph. For task parallelism, we use a structural clustering algorithm for networks (SCAN) [14], which finds clusters in a network. SCAN is for networks not for task graphs. Therefore, we also propose a clustering algorithm based on SCAN, which is modified for task graphs. This algorithm can find task parallelism.

Our proposed multistep scheduling algorithm consists of the following three steps. The first is the clustering step for a task graph that uses our clustering algorithm based on SCAN. The second is the task scheduling step, which involves assigning tasks of each cluster to cores in a multicore CPU or GPU. The third is the clusters scheduling step, which involves assigning clusters to PEs by taking into account communication costs among PEs.

We argue that the proposed multistep scheduling algorithm is efficient in various numerical experiment environments. In Section 4, we discuss the following two special numerical experiments to examine the effectiveness of our multistep scheduling algorithm. The first such environment is of a homogeneous distributed system in which the following condition is assumed. A computer consisting of multicore CPUs shared memories connected to cores in a multicore CPU and a main memory connected to all multicore CPUs. Communication costs are considered only when data are transferred from one multicore CPU to another. The second environment is of a heterogeneous distributed system in which the following condition is assumed. A computer consisting of multicore CPUs, GPUS shared memories connected to cores in a multicore CPU or GPU and a main memory connected to all PEs. Communication costs are considered only when data are transferred to a PE from another one.
This paper is organized as follows. In Section 2, we describe the problem defined in this paper. In Section 3, we introduce two algorithms; an optimal scheduling algorithm [10] and SCAN [14] for use with our algorithms. In Section 4, we introduce our proposed algorithms and experimental results to show the efficiency of the proposed algorithms. In Section 5, we present the results of numerical experiments and compare the proposed multistep scheduling algorithm and Shioda et al’s algorithm [10]. We give the conclusion in Section 6.

2. Problem Definition

We address the problem of assigning computing tasks to multiple PEs. The proposed multistep scheduling algorithm is used for static scheduling [7]. We consider parallel programs described by a task graph consisting of a directed acyclic graph (DAG), where vertices represent computing tasks and edges represent data dependencies between two tasks. Each task describes a sequence of instructions to be computed and each data dependence describes a communication of data between two tasks. We assume that communication cost among cores is negligible compared with the communication cost among PEs.
We assume the following conditions to make it simple to examine the effectiveness of the proposed multistep scheduling algorithm.

(i) In a homogeneous distributed system, a computer consisting of multicore CPUs shared memories connected to cores in a multicore CPU and a main memory connected to all multicore CPUs.

(ii) In a heterogeneous distributed system, a computer consisting of a multicore CPU multiple GPUs, shared memories connected to cores in a multicore CPU or GPU and a main memory connected to all PEs (a multicore CPU and multiple GPUs).

(iii) There are tasks that cannot be executed until other tasks have been executed (we call this a task priority problem).

(iv) There is a task graph with priority orders among tasks to be executed, as shown in Figure 1(a).

(v) Communication costs only occur among PEs.

3. Existing Algorithms

3.1. Optimal Task Scheduling Algorithm. The algorithm developed by Shioda et al. [10] is based on 0-1 integer linear programming. It is used to take into account a task priority problem and is superior to CP/MISF in terms of optimization focusing on makespan, that is, the total execution time. The setting of numerical experiments conducted by Shioda et al. [10] is for parallel and distributed processing with the task priority problem. The algorithm has the following two issues. First, it cannot be used to take into account communication costs among PEs. Second, it takes a long time to calculate task scheduling because 0-1 integer linear programming is NP-complete.

3.2. Structural Clustering Algorithm for Networks (SCAN). SCAN [14] is a network clustering algorithm that detects clusters, hubs, and outliers in networks. It is used to take into account the structure of vertexes, which are elements of a network. Vertexes are connected by edges. SCAN involves the following steps. At the beginning, the structure of vertexes is described by its neighborhood. In the second step, structural similarity, which is the number of common neighbors by the geometric mean of the two neighborhoods’ sizes, is calculated. In the third step, threshold $\varepsilon$ is applied to the computed structural similarity when assigning cluster membership. In the fifth step, when a vertex shares structural similarity with more than $\mu$ vertexes, the vertex becomes a core vertex, which is a nucleus or seed for a cluster. Parameters $\varepsilon$ and $\mu$ are used to determine clustering for networks. In this paper, a vertex in SCAN is regarded as a task.

4. Proposed Algorithms

In this section, we propose a multistep scheduling algorithm for parallel and distributed processing with communication costs under the conditions presented in Section 2. Our multistep scheduling algorithm involves the following three steps.

The first step is the clustering step for a task graph. We find clusters in a task graph by using the proposed clustering algorithm based on SCAN. Figure 1(b) shows the results of clustering for the task graph shown in Figure 1(a).

The second step is task scheduling. We obtain results on how to assign tasks of each cluster to cores in a PE. Shioda et al.’s algorithm [10] is used for this step.
The third step is clusters scheduling. We obtain results on how to assign clusters to PEs with considering communication costs among the PEs. In this paper, the communication cost occurs when a cluster is executed by a PE and then the processing result of cluster is transmitted to another PE through main memory. In Figure 2, communication cost occurs between clusters 2 and 5.

**Step 1 (clustering algorithm based on SCAN).** SCAN [14] is used to take into account a nondirected graph as a network. A task graph is represented by a DAG then an adjacency matrix because a task priority problem is addressed. Then, it is natural to apply a DAG and an adjacency matrix to SCAN. However, the original SCAN cannot find task parallelism sufficiently since it is for networks not for task graphs. Hence, we add the following two steps to SCAN.

(i) Before applying SCAN to a task graph, a series of tasks is regarded as one task (this is called preprocessing in SCAN).

(ii) After applying SCAN to a task graph, the resulting isolation task that does not belong to any clusters is included in a cluster that has more than two edges connected to the isolation task (this is called post-processing in SCAN).

Then, our clustering algorithm based on SCAN consists of preprocessing in SCAN, SCAN, and post-processing in SCAN. Our clustering algorithm based on SCAN is efficient for a task graph that has high task parallelism. Next, we discuss the effectiveness of preprocessing and post-processing in SCAN. First, we obtain the results shown in Figure 3(b) when the task graph shown in Figure 3(a) is applied to the original SCAN. Figure 3(b) shows that the original SCAN cannot find task parallelism efficiently in a task graph because it involves the following processes of finding clusters for a task graph.

(i) We apply a threshold \( \epsilon \) to the computed structural similarity when assigning cluster membership.

(ii) When a vertex (task) shares structural similarity with more than \( \mu \) tasks, it becomes a core task.

(iii) A cluster consisting of core task \( \nu \) and tasks connected to \( \nu \) is found.

We then add preprocessing and post-processing in SCAN to the original SCAN. Preprocessing in SCAN is for regarding a series of tasks as one task, as shown in Figure 4, before the original SCAN is applied to a task graph.

---

**Figure 7:** Results of clusters scheduling when (a) \( w = 0 \), (b) \( w = 0.1 \), (c) \( w = 0.2 \), (d) \( w = 0.3 \), (e) \( w = 0.4 \), and (f) \( w = 0.5 \).
Next, we explain a numerical experiment by using our clustering algorithm based on SCAN. We consider the two task graphs that have efficient task parallelism in Figures 1(a) and 3(a).

Figures 1(b) and 3(c) show the results which our clustering algorithm based on SCAN can find task parallelism of a task graph.

**Step 2** (task scheduling). We obtain results on how to assign tasks of each cluster to cores in a PE. Shioda et al.'s algorithm [10] is used for this step. Table 1 shows the result of task scheduling for clusters in Figure 1(b).

**Step 3** (clusters scheduling). In this part, we present clusters scheduling algorithm which takes into account communication costs in distributed processing. Communication costs occur among PEs when a PE transfers a data cluster to another PE. Therefore, we use (1)–(16) for clusters scheduling.

![Figure 8: Task graph (240 tasks).](image)

<table>
<thead>
<tr>
<th>Cluster number</th>
<th>Makespan</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1: Makespan for each cluster shown in Figure 1(b).

with communication costs. Equations (2)–(11) are almost the same as those of Shioda et al.'s algorithm [10] and the other equations are new. Equation (1) is an objective function, and (2)–(16) are constraint conditions. In (1), \( \lambda \) is a weight parameter between the first and second parts of (1). The constants are defined as follows. The term \( N\text{pe} \) denotes the number of PEs. Each PE is expressed as PE 1, PE 2, ..., PE \( i \). The term \( N\text{cluster} \) denotes the number of clusters. Each cluster is expressed as clusters 1, 2, ..., cluster \( c \). The term \( N\text{step} \) denotes the number of time steps. Each step is expressed as steps 1, 2, ..., step \( k \). The terms \( i, c, a, \text{and } k \) are subscripts for PEs, clusters, and steps, respectively. **Clusters scheduling** requires...
results of the task scheduling for each cluster, as shown in Table 1. Table 1 lists the results of task scheduling for the clusters in Figure 1(b).

\[
\text{Minimize } m + \lambda \left( s + \sum_{c \in C} w_c + b + \sum_{j=1}^{N_{pe}} ST_j \right) \\
\text{subject to } x_{ck} = \{0, 1\} \quad \forall i, \forall c, \forall k \\
y_{ik} = \{0, 1\} \quad \forall i, \forall k \\
\sum_{k=1}^{k'-1} y_{ik} \geq (k' - 1) y_{ik'} \\
\forall i, \forall k' \quad (k' \geq 2) \\
N_{pe} = \sum_{i=1}^{N_{cluster}} x_{i1} \\
\forall i, \forall c \quad (i = 1) \\
N_{pe} = N_{pe} \quad (k = 1) \\
N_{pe} = N_{pe} \quad (k \geq 2)
\]

Figure 9: Results of clustering algorithm based on SCAN ($\epsilon = 0.1, \mu = 3$).
Equations (1)–(11) show the scheduling algorithm by considering execution costs of clusters. The term \( x_{ick} \) is a binary variable. When cluster \( c \) is executed by PE \( i \) at step \( k \), \( x_{ick} \) equals 1; otherwise, \( x_{ick} \) equals 0. The term \( y_{ik} \) is a binary variable. When PE \( i \) is able to execute a cluster at step \( k \), \( y_{ik} \) equals 1; otherwise, \( y_{ik} \) equals 0. The term \( m \) denotes clusters-makespan, that is, the total execution time in clusters scheduling. The term \( s \) is defined as the maximum number of executed clusters among PEs. The term \( f_{ik} \) denotes the number of clusters that is executed by PE \( i \) at step \( k \); \( f_{ik} \) continually equals 1. The term \( t_{ic} \) is the time when PE \( i \) executes cluster \( c \). As shown in Table 2, we obtain \( t_{ic} \) from the results of task scheduling, which is presented in Table 1. Using \( t_{ic} \), this paper distinguishes between homogeneous systems and heterogeneous systems. Table 2(a) shows an example of \( t_{ic} \) in a homogeneous system with two PEs. In homogeneous systems, \( t_{ic} \) equals \( t_{i'c} \) (\( c \neq i' \)). In Shioda et al.’s algorithm [10], \( t_{ic} \) continually equal \( f_{ik} \). In this paper, \( t_{ic} \) does not always equal \( f_{ik} \).

Equation (4) enables PEs to execute clusters in series. This leads to the minimization of clusters-makespan and processing load, which is the time to execute clusters of each PE. When \( y_{ik} \) satisfies (4) and (5), \( y_{ik} = 0 \) means that execution of PE \( i \) is finished at step \( k \). Such conditions enable us to minimize clusters-makespan. Equation (6) means that every cluster is certainly executed by any PE \( i \). Equation (7) means that every PE \( i \) is able to execute less than or equal to one cluster in a step. Similar to tasks, there are clusters that cannot be executed until other clusters are executed. We call this the cluster priority problem. Equations (8) and (9) address this problem, as shown in Figure 5. If the number of clusters that have been already executed is less than \( P \) (by using (8) and (9)), cluster \( c' \) will not be executed at step \( k \).
Mathematical formulas of minimizing communication costs among PEs are given as (12), (13), and (14).

The term \( w \) denotes the communication cost among PEs, \( \omega_c \) denotes the communication cost that occurs when a data cluster \( c \) is executed by a PE \( i \) and then the resultant data is transmitted to another PE \( i' \) through main memory, and \( C_{\text{start}} \) is the set of clusters that has at least one cluster. In Figure 1(b), \( C_{\text{start}} \) consists of clusters 1, 2, and 3. A cluster that belongs to \( C_{\text{start}} \) is called a parent cluster. Also, a cluster which a cluster of \( C_{\text{start}} \) has is called a child cluster. When a PE \( i \) can execute cluster \( c \) at step \( k \), \( z_{ck} \) equals 1; otherwise, \( z_{ck} \) equals 0. If cluster \( c \) has child cluster \( c' \), \( d_{cc'} \) equals 1; otherwise, \( d_{cc'} \) equals 0. For Figure 1(b), \( d_{cc'} \) is shown in Table 3. When PE \( i \) is different from PE \( i' \), \( e_{i'i} \) equals 1; otherwise, \( e_{i'i} \) equals 0. Table 4 lists \( e_{i'i} \) when there are two PEs.

By (6) and (13), there are PE \( i \) and step \( k \), such that \( z_{ck} \) equals 1 for each cluster \( c \). The left first part of (14) means that \( w \) occurs between PE \( i \) and PE \( i' \) when \( d_{cc'} \) and \( e_{i'i} \) equal 1. \( d_{cc'} = 1 \) and \( e_{i'i} = 1 \) mean the following case. Two clusters that have order to be executed are dealt by different PEs. When \( z_{ck} \) and \( z_{c'k'} \) equal 1, it takes \( w(\zeta_{ck'} + \zeta_{c'k'}) \) as communication costs. In this case, the costs are increased by \( 2wN_{\text{step}} \). Then, there is the left second part of (14) which is minus the costs by \( wN_{\text{step}} \).

Equation (15) is a subjective function for reducing the sum of steps (execution time interval) among clusters with priority orders to be executed, where \( b \) means the number of steps among clusters with priority orders to be executed and \( C \) is a set of all clusters. The first left part of (15) means a sum of steps, at which child clusters are executed by any PE \( i \). The second left part of (15) means the sum of steps at which any PE \( i \) executes parent clusters. Equation (16) is a subjective function for minimizing the sum of steps at which PE \( i \) executes clusters, where \( ST_i \) is defined as the sum of steps at which PE \( i \) executes clusters. From (10), (12), (14), (15), and (16), (1) means minimization of \( \text{clusters-makespan} \), then number of clusters which are executed by one PE \( i \), \( w \) among PEs, sum of steps among clusters with priority orders to be executed, and sum of steps at which each PE \( i \) executes clusters.

### Table 3: \( d_{\omega_c} \) for Figure 1(b).

<table>
<thead>
<tr>
<th>( d_{\omega_c} )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c' )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 4: \( e_{i'i} \) for two PEs.

<table>
<thead>
<tr>
<th>( e_{i'i} )</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 5: Experimental preconditions.

<table>
<thead>
<tr>
<th>Multicore CPU ( i )</th>
<th>Cluster ( c )</th>
<th>Step ( k )</th>
<th>Communication costs ( w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2</td>
<td>1, 2, . . . , 6</td>
<td>1, 2, . . . , 6</td>
<td>0, 1, 2, 3, 4, 5</td>
</tr>
</tbody>
</table>

4.1 Homogeneous Distributed System. In this section, we explain an experiment of clusters scheduling in a homogeneous distributed system by using (1)–(16). We consider clusters in Figure 1(b) and a computer having two identical multicore CPUs. Table 5 lists the preconditions of the experiment. We do clusters scheduling under these preconditions.
4.2. Heterogeneous Distributed System. In this section, we explain an experiment of clusters scheduling in a heterogeneous distributed system by using (1)–(16). We assumed a task graph as shown in Figure 8 and a computer having a multicore CPU and three identical GPUs.

Figure 9 shows the results of our clustering algorithm based on SCAN for the task graph shown in Figure 8, and Table 7 lists the preconditions of the experiment. A multicore CPU has two identical cores. A GPU has eight identical cores. The executional ability of a core in a multicore CPU, to execute tasks is two times that of a core in a GPU. A core in a GPU takes one time to execute a task. Therefore, we obtain Table 8, which represents the makespan (equivalently $t_{\text{max}}$) in a multicore CPU and a GPU for the clusters shown in Figure 9. We do clusters scheduling under this condition and obtain the result as shown in Figure 10.

We see the three features from Figure 10. The first point is that clusters scheduling algorithm can be used to take into account $w$ which is communication cost among a multicore CPU and GPUs. In other words, the number of communications among them is decreased by setting larger $w$. The second point is that clusters scheduling algorithm can minimize the latest stating time of cluster execution.

![Figure 12: (a) Task graph (50 tasks), (b) results of clustering algorithm based on SCAN ($\varepsilon = 0.1, \mu = 3$).](image-url)
5. Numerical Examples

In this section, we explain and compare the results between our multistep scheduling algorithm and Shioda et al’s algorithm [10] in terms of makespan and calculation time. In this experiment, we assumed the following two conditions. First, there are five task graphs, as shown in Figures 1(a), 3(a), 12(a), 13(a), and 14(a). Second, there are four identical PEs. Under

### Table 9: Experimental preconditions.

<table>
<thead>
<tr>
<th>Task graph</th>
<th>PE $i$</th>
<th>Task $j$</th>
<th>Time $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 1(a)</td>
<td>1, 2, 3, 4</td>
<td>1, 2, ..., 50</td>
<td>1, 2, ..., 50</td>
</tr>
<tr>
<td>Figure 3(a)</td>
<td>1, 2, 3, 4</td>
<td>1, 2, ..., 24</td>
<td>1, 2, ..., 24</td>
</tr>
<tr>
<td>Figure 12(a)</td>
<td>1, 2, 3, 4</td>
<td>1, 2, ..., 50</td>
<td>1, 2, ..., 50</td>
</tr>
<tr>
<td>Figure 13(a)</td>
<td>1, 2, 3, 4</td>
<td>1, 2, ..., 70</td>
<td>1, 2, ..., 70</td>
</tr>
<tr>
<td>Figure 14(a)</td>
<td>1, 2, 3, 4</td>
<td>1, 2, ..., 100</td>
<td>1, 2, ..., 100</td>
</tr>
</tbody>
</table>

5. Numerical Examples

In this section, we explain and compare the results between our multistep scheduling algorithm and Shioda et al’s algorithm [10] in terms of makespan and calculation time. In this experiment, we assumed the following two conditions. First, there are five task graphs, as shown in Figures 1(a), 3(a), 12(a), 13(a), and 14(a). Second, there are four identical PEs.
**Figure 14:** (a) Task graph (100 tasks), (b) results of clustering algorithm based on SCAN ($\varepsilon = 0.1$, $\mu = 4$).

<table>
<thead>
<tr>
<th></th>
<th>Figure 1(a)</th>
<th>Figure 3(a)</th>
<th>Figure 12(a)</th>
<th>Figure 13(a)</th>
<th>Figure 14(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clustering algorithm based on SCAN</td>
<td>0.26</td>
<td>0.10</td>
<td>0.26</td>
<td>0.52</td>
<td>1.24</td>
</tr>
<tr>
<td>Task scheduling</td>
<td>0.66</td>
<td>0.30</td>
<td>0.74</td>
<td>0.92</td>
<td>1.32</td>
</tr>
<tr>
<td>Clusters scheduling</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Sum</td>
<td>0.94</td>
<td>0.43</td>
<td>1.03</td>
<td>1.52</td>
<td>2.64</td>
</tr>
</tbody>
</table>
Table 11: Comparison results.

<table>
<thead>
<tr>
<th>Calculation time (sec)</th>
<th>Makespan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 1(a)</td>
<td>Figure 3(a)</td>
</tr>
<tr>
<td>Shioda et al.'s algorithm [10]</td>
<td>7200</td>
</tr>
<tr>
<td>Proposed algorithm</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Figure 15: Results for Figure 3(a) by using (a) Shioda et al.'s algorithm [10], (b) proposed multistep scheduling algorithm.

Figure 16: Results for Figure 1(a) by using (a) Shioda et al.'s algorithm [10], (b) proposed multistep scheduling algorithm.

Under these conditions, we do scheduling for the five task graphs by using each algorithm. Table 9 shows the preconditions for this experiment. The environment consisted of the following: Intel Core i5-2400 CPU @3.10 GHz, 4.00-GB memory, windows 7 Professional (64 bit), IBM ILOG CPLEX Interactive Optimizer 12.2.0.0.

Table 10 lists the calculation time for the five task graphs shown in Figures 1(a), 3(a), 12(a), 13(a), and 14(a) with our proposed multistep scheduling algorithm. In the proposed multistep scheduling algorithm, the results of applying our clustering algorithm based on SCAN to the five task graphs are represented in Figures 1(b), 3(c), 12(b), 13(b), and 14(b).

Table 11 lists the calculation times and makespan with each algorithm. Scheduling for the task graphs in Figures 1(a), 12(a), 13(a), and 14(a) took more than 7200 sec (2 hours) with Shioda et al.'s algorithm [10]. We then stopped the scheduling calculation at 7200 sec and obtained a provisional result for the task graphs in Figures 1(a), 12(a), and 13(a). However, Shioda et al.'s algorithm [10] could not get any provisional results for the task graph in Figure 14(a).

The scheduling results of Shioda et al.'s algorithm [10] and the proposed multistep scheduling algorithm for the task graph in Figures 3(a), 1(a), 12(a), 13(a), and 14(a) are represented by Gantt charts and shown in Figures 15, 16, 17, 18 and 19, respectively.

Figures 15–19 show the following facts. The proposed multistep scheduling algorithm is superior to Shioda et al.'s algorithm [10] in terms of calculation time. However, our proposed multistep scheduling algorithm is inferior to Shioda et al.'s algorithm in terms of makespan. The proposed algorithm decomposes a large task graph into smaller subtask graphs (clusters) and solves the problems, which reduces significant calculation time. Because the proposed algorithm provides a solution based on the decomposed problems, the obtained makespan is not necessarily shorter than Shioda et al.'s algorithm. In addition, the proposed multistep scheduling algorithm finds clusters that have task parallelism. Figures 15(b), 16(b), 17(b), 18(b), and 19 suggest that the proposed multistep scheduling algorithm enables us to do parallel processing locally.
6. Conclusion

We considered two purposes which are to consider communication costs and speed up of calculation time and proposed a multistep scheduling algorithm for them. The first purpose was to develop a scheduling algorithm by considering communication costs by using 0-1 integer linear programming. Therefore, we proposed clusters scheduling algorithm based on Shioda et al.'s algorithm [10] and showed its efficiency through numerical experiments. We discussed our algorithm's efficiency under two special conditions; homogeneous and heterogeneous distributed systems with communication costs among PEs.

The second purpose was to quickly obtain a result for the scheduling problem considering task parallelism. Therefore, we proposed a clustering algorithm based on SCAN, which can find task parallelism efficiently in a task graph. The original SCAN is an algorithm for a nondirected graph; however, our clustering algorithm based on SCAN can be applied to a DAG. In Section 5, we argued that the proposed multistep scheduling algorithm is superior to Shioda et al.'s algorithm [10] in terms of calculation time. In addition, the results suggest that the proposed multistep scheduling algorithm enables parallel processing to be done locally.
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