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The dissipativity analysis and control problems for a class of nonlinear stochastic impulsive systems (NSISs) are studied. The systems are subject to the nonlinear disturbance, stochastic disturbance, and impulsive effects, which often exist in a variety of industrial processes and the sources of instability. Our aim is to analyze the dissipativity and to design the state-feedback controller and impulsive controller based on the dissipativity such that the nonlinear stochastic impulsive systems are stochastic stable and strictly $(Q,S,R)$-dissipative. The sufficient conditions are obtained in terms of linear matrix inequality (LMI), and a numerical example with simulation is given to show the correctness of the derived results and the effectiveness of the proposed method.

1. Introduction

As we all know that many real-world systems may be disturbed by stochastic factors. Thus, stochastic differential systems appear as a natural description of many observed phenomena of real world. In the past few years, much research effort has paid to the stability analysis and robust control problems for stochastic systems which have been come to play an important role in many fields including population dynamics, macroeconomics, chemical reactor control, communication network, image processes, and mobile robot localization. So far, plenty of significant results also have been published; see, for example, [1–8] and the references therein .

Recent years, there are many real-world systems and natural processes which display some kind of dynamic behavior in a style of both continuous and discrete characteristics; we called “impulsive effects,” which exist widely in many evolution process, particularly some biological system such as biological neural networks and bursting rhythm models in pathology as well as optimal control models in economics, frequency-modulated signal processing system, fly object motions, and so on [9, 10]. Impulsive dynamical systems are characterized by the occurrence of abrupt changes in the state of the system occurring at certain time instants. The stability and control problems of impulsive dynamical systems have attracted considerable interest in science and engineering during the past decades including stability analysis of stochastic impulsive systems or with time delay [11–14], robust control of impulsive systems with time delay [15, 16], and robust control and filtering of stochastic impulsive systems with time delay [17].

On the other hand, since the notation of dissipative dynamical system was introduced by Willems [18], dissipative systems have been of particular interest to researchers in areas of systems, circuits, networks, control, and so forth. Now, dissipative theory has wide-ranging implications and applications in control theory. For instance, dissipativeness was crucially used in the stability analysis of nonlinear system [19], and the theory of dissipative systems generalizes basic tools including the passivity theory, bounded real lemma, Kalman Yakubovich lemma, and the circle criterion [20]. Among the relevant topics are the passivity analysis and synthesis for time-delay systems [21, 22]. These results show that the passivity-based methods are highly effective in designing the robust controller.
The stability and stabilization [11–13, 19, 23], controllability [14], robust control [15, 16, 20, 22], robust filtering [17], and reliable dissipative control [24] problems have been extensively studied. However, the dissipative analysis and synthesis for nonlinear stochastic impulsive system have not been fully discussed and remains challenging. In this paper, we mainly study the dissipativity analysis and control problems for a class of nonlinear stochastic impulsive systems (NSISs). The systems are subject to the nonlinear disturbance, stochastic disturbance, and impulsive effects, which often exist in a wide variety of industrial processes and the sources of instability. Here, our aim is to analysis the dissipativity and to design the state-feedback controller and impulsive controller based on the dissipativity such that the nonlinear stochastic impulsive systems are stochastically stable and strictly (Q, S, R)-dissipative.

Notations. Throughout this paper, if not explicitly stated, matrices are assumed to have compatible dimensions. For symmetric matrices X and Y, the notation X ≥ Y (resp., X > Y) means that the matrix X−Y is positive semidefinite (resp., positive definite). I is a identity matrix with appropriate dimensions; the subscript "r e p r e s e n t s t h e t r a n s p o s i t i o n ." E(·) denotes the expectation operator with respect to some probability measure P. L2[0,∞) is the space of square integrable vector functions over [0,∞); let (Ω, F, P) be a complete probability space which relates to an increasing family (Ft)t∈[0,∞) of σ algebras (Ft)t∈[0,∞) ⊂ F, where Ω is the samples space, F is a σ algebra of subsets of the sample space, and P is the probability measure on F. Rn and Rnsm denote the n dimensional Euclidean space and the set of all n × m real matrices, respectively. For any 0 < T < ∞, we write [0, T] for the closure of the open interval (0, T) in R and denote by L2([0, T]; L2(Ω, Kx)) the space of the nonanticipative stochastic processes y(t) = (y(t))t∈[0,T] with respect to (Ft)t∈[0,T] satisfying ||y(t)||2 L2 = E(∫0T ||y(t)||2 dt) = ∫0T E(∥y(t)∥2) dt < ∞. λmin(·) and λmax(·) describe the minimum and maximum eigenvalue, respectively.

2. A Class of Nonlinear Stochastic Impulsive Systems

In this paper, we mainly consider the following nonlinear stochastic impulsive systems (NSISs):

\[ dx(t) = [Ax(t) + Bu(t) + f(t, x(t)) + Dw(t)] dt + \sigma(t, x(t)) dw(t), \quad t \in (t_{k-1}, t_k), \]
\[ \Delta x(t^+_k) = (E_k + \bar{E}_k)x(t_k), \quad t = t_k, \]
\[ z(t) = Cx(t), \quad x(t_0) = x_0, \]

where x(t) ∈ Rn is the system state, u(t) ∈ Rl is the control input, v(t) ∈ Rr is the exogenous disturbance input of the systems which belong to L2[0,∞), z(t) ∈ Rm is the system control output, and w(t) is a zero mean real scalar Weiner processes on a probability space (Ω, F, P) relative to an increase family (Ft)t∈[0,∞) of σ algebras (Ft)t∈[0,∞) ⊂ F. A, B, C, and D are the known real constant matrices with appropriate dimensions. Moreover, we assume that

\[ E( dw(t) ) = 0, \quad E([ dw(t) ]^T ) = dt. \] (2)

The sequence, \[ t_k, E_k x(t_k) \] and \[ t_k, \bar{E}_k x(t_k) \] in the systems describe the dissipative impact and impulsive control, respectively, where E_k, \bar{E}_k are known real-valued matrices with appropriate dimensions, which have the effect of suddenly changing the state of the system at the point \( t_k \).\( \Delta x(t_k) = x(t_k^+) - x(t_k^-) \), where \( x(t_k^-) = lim_{h→0^-} x(t_k - h) \), \( x(t_k^+) = lim_{h→0^+} x(t_k + h) \) with discontinuity instants \( t_0 < t_1 < t_2 < \cdots < t_k < \cdots \), \( lim_{k→∞} t_k = ∞ \); for convenience, let \( t_0 = 0 \) and \( h > 0 \) be sufficiently small. Without loss of generality, it is assumed that \( x(t_k^+) = x(t_k^-) = lim_{h→0^+} x(t_k - h) \).

\[ f(\cdot, \cdot) : R_n × R^n → R^n \] is an unknown nonlinear function which describes the system nonlinearity satisfying the following condition:

\[ f(0, 0) = 0, \quad ||f(t, x(t))|| ≤ β ||x(t)||, \] (3)
for a positive constant β. Equivalently stated, condition (3) implies that there exists a scalar κ > 0 such that

\[ κ \bigg( β^2 x^T(t) x(t) - f^T(t, x(t)) f(t, x(t)) \bigg) ≥ 0. \] (4)

\[ σ(\cdot, \cdot) : R_n × R^n → R^n \] also is an unknown nonlinear function which describes the stochastic nonlinearity satisfying

\[ σ^T(t, x(t)) σ(t, x(t)) ≤ x^T(t) G^T G x(t), \] (5)

where G is a known real constant matrices with approximate dimension.

3. Preliminaries

In this section, some definitions and lemmas are given.

Definition 1. For systems in (1) with v(t) = 0, if there exists a constant c > 0 satisfying \( E \int_0^∞ ||x(t)||^2 dt ≤ c ||x_0||^2 \), \( x_0 ∈ R^n \), systems in (1) are said to be stochastically stable.

Before giving the following definition, we firstly give the definition of quadratic energy supply function associated with systems in (1) as follows:

\[ \Psi (v, z, T) = E \int_0^T \left( z^T(t) Q z(t) + 2v^T(t) S z(t) + v^T(t) R v(t) \right) dt, \] (6)

where Q, S, and R are real matrices with appropriate dimensions and Q and R are symmetrical.
Definition 2. Systems in (1) are called \((Q, S, R)\)-dissipative if for any \(T > 0\), under zero initial state, the following condition is satisfied:

\[
\Psi(v, z, T) \geq 0, \quad \forall T \geq 0.
\] (7)

Furthermore, if for a scalar \(\alpha > 0\), such that

\[
\Psi(v, z, T) \geq \alpha E \int_0^T v^T(t) v(t) \, dt, \quad \forall T \geq 0,
\] (8)
systems in (1) are called strictly dissipative.

Lemma 3 (Schur complement lemma (see [25])). For a given matrix \(S = \begin{pmatrix} S_1 & S_2 \\ S_2^T & S_3 \end{pmatrix}\) with \(S_1^T = S_1, S_2^T = S_2\), then the following conditions are equivalent:

1. \(S < 0\),
2. \(S_2 < 0, S_1 - S_3 S_2^{-1} S_2^T < 0\),
3. \(S_1 < 0, S_2 - S_3 S_2^{-1} S_2^T < 0\).

Lemma 4 (see [26]). For any \(x \in \mathbb{R}^n\), if \(P \in \mathbb{R}^{n\times n}\) is a positive definite matrix, \(Q \in \mathbb{R}^{m\times n}\) is a symmetric matrix, then

\[
\lambda_{\min}(P^{-1}Q)x^TPx \leq x^TQx \leq \lambda_{\max}(P^{-1}Q)x^TPx.
\] (9)

In this paper, our aim is to develop dissipativity criteria for systems in (1) based on Definition 2 and subsequently design the feedback dissipative controller \(u(t) = Kx(t)\).

4. Main Results and Proofs

4.1. Dissipativity Analysis of NSISs. For dissipativity analysis for NSISs, we treat the free systems as follows:

\[
dx(t) = [Ax(t) + f(t, x(t)) + Dv(t)] \, dt + \sigma(t, x(t)) \, dw(t), \quad t \in (t_{k-1}, t_k],
\]

\[
\Delta x(t_k^+) = (E_k + F_k)x(t_k), \quad t = t_k,
\]

\[
z(t) = Cx(t),
\]

\[
x(t_k^+) = x_0.
\]

Theorem 5. Given a real matrix \(S\), the positive matrices \(R, Z > 0\) and a negative semidefinite matrix \(Q \preceq 0\), if there exist a scalar \(\delta > 0\) and a positive definite matrix \(P > 0\), such that the following inequalities hold:

\[
\Xi = \begin{pmatrix} \Delta & PD - C^T S & P \\ * & -R & 0 \\ * & * & -\kappa I \end{pmatrix} < 0,
\] (11)

\[
\beta_k = \lambda_{\max}(P^{-1}(I + E_k + E_k^T)P(I + E_k + E_k^T)) < 1,
\] (12)

where \(\Delta = A^TP + PA + G^TPG + k\beta^2 I - C^TQC + \delta Z\). Then the NSISs in (10) are stochastic stable and strictly \((Q, S, R)\)-dissipative.

Proof. Construct a simple Lyapunov function \(V(x, \cdot) : \mathbb{R}^n \times R_+ \rightarrow R_+\) as follows:

\[
V(x(t), t) = x^TPx(t).
\] (13)

For \(t \in (t_{k-1}, t_k], k = 1, 2, \ldots\), according to the Itô formula, along with the solution of systems in (10), we have

\[
LV(x(t), t) = 2x^TP(x(t) + 2x^TPf(t, x(t)) + 2x^TPDv(t))
\]

\[
+ \sigma^T(t, x(t))P \sigma(t, x(t)).
\] (14)

Applying (3)–(5), we get that

\[
LV(x(t), t) = x^T(t) \left( A^TP + PA + G^TPG + k\beta^2 I \right)x(t)
\]

\[
+ 2x^TPf(t, x(t)) + 2x^TPDv(t)
\]

\[
- k\beta^2 x(t),
\]

\[
= \chi(t)^T \Theta \chi(t),
\] (15)

where

\[
\chi(t) = [x^T(t) \, v^T(t) \, f^T(t)],
\]

\[
\Theta = \begin{pmatrix} \Sigma' & PD - C^T S & P \\ * & -R & 0 \\ * & * & -\kappa I \end{pmatrix}.
\] (16)

So

\[
LV(x(t), t) - z^T Qz - 2z^T Sv - v^T Rv \leq \chi(t)^T \Theta \chi(t),
\] (17)

where

\[
\Sigma' = A^TP + PA + G^TPG + k\beta^2 I - C^TQC.
\] (18)

By Lemma 3, if (17) holds, then (11) holds. Since \(R > 0\), there exists a sufficient small \(\alpha > 0\) such that \(R - \alpha I > 0\). Together with (11), we have

\[
\Xi + \text{diag}(0, \alpha I, 0) < 0.
\] (19)

In the following section, we firstly consider the stability of NSISs in (10). Setting \(v(t) = 0\), by (11) and Lemma 4, we have

\[
LV(x(t), t) \leq x^T(t) (C^TQC - \delta Z)x \leq -\mu x^T(t),
\] (20)

which leads to

\[
LV(x(t), t) \leq -\mu x^T(t) = -\mu V(x(t), t),
\] (21)

where \(\mu = \lambda_{\min}P^{-1}(\delta Z - C^TQC) > 0\).
Applying Dynkin formula and Gronwall-Bellman inequality, together with (21), for \( t \in (t_{k-1}, t_k) \), \( k = 1, 2, \ldots, \) we have
\[
E[V(x(t), t)] \leq V(x(t^*_k), t^*_k) e^{\mu(t-t^*_k)}.
\] (22)

By Lemma 4 and (10), it follows that
\[
V(x(t^*_k), t^*_k) = x^T(t^*_k) P x(t^*_k)
\]
\[
= x^T(t^*_k) \left[ I + E_{k-1} + E_{k-1} \right]^T
\]
\[
\times P \left[ I + E_{k-1} + E_{k-1} \right] x(t^*_k)
\]
\[
\leq \beta_{k-1} x^T(t^*_k) P x(t^*_k)
\]
\[
= \beta_{k-1} V(x(t^*_k), t^*_k).
\] (23)

For \( t \in (t_0, t_1) \), it follows from (22) and (23) that
\[
E[V(x(t), t)] \leq V(x(t_0), t_0^*) e^{-\mu(t-t_0)}.
\] (24)

which leads to
\[
E[V(x(t_1), t_1)] \leq V(x(t_0), t_0^*) e^{-\mu(t-t_0)},
\]
\[
E[V(x(t_1), t_1^*)] \leq \beta_1 V(x(t_0), t_0^*) e^{-\mu(t-t_0)}.
\] (25)

Hence, for \( t \in (t_{k-1}, t_k) \), it follows from (22)–(25) that
\[
E[V(x(t), t)] \leq V(x(t^*_k), t^*_k) e^{\mu(t-t^*_k)}
\]
\[
\leq \beta_{k-1} V(x(t^*_k), t^*_k) e^{\mu(t-t^*_k)}
\]
\[
\leq \beta_{k-1} V(x(t^*_k), t^*_k) e^{\mu(t-t^*_k)}
\]
\[
\times e^{-\mu(t-t^*_k)} \leq \cdots
\]
\[
\leq \beta_{k-1} \beta_{k-2} \cdots \beta_1 V(x(t_0), t_0^*) e^{-\mu(t-t_0)}.
\] (26)

We know that
\[
E \int_{t^*_0}^{t^*_1} V(x(t), t) \, dt
\]
\[
\leq E \int_{t^*_0}^{t^*_1} V(x(t_0), t_0^*) e^{-\mu(t-t_0)} \, dt
\]
\[
= -\frac{1}{\mu} E \left[ V(x(t_0), t_0^*) \right] e^{-\mu(t-t_0)} - 1,
\]
\[
E \int_{t_{k-1}}^{t_k} V(x(t), t) \, dt
\]
\[
\leq E \int_{t_{k-1}}^{t_k} V(x(t^*_k), t^*_k) e^{-\mu(t-t^*_k)} \, dt
\]
\[
\times e^{-\mu(t-t^*_k)} \, dt
\]
\[
= -\frac{1}{\mu} E \left[ V(x(t^*_k), t^*_k) \right] e^{-\mu(t-t^*_k)} - 1
\]
\[
\leq -\frac{1}{\mu} E \left[ V(x(t_{k-1}), t_{k-1}^*) \right] e^{-\mu(t-t_{k-1})} - 1
\]
\[
\leq -\frac{1}{\mu} E \left[ V(x(t_0), t_0^*) \right] e^{-\mu(t-t_0)} - 1
\]
\[
\leq -\frac{1}{\mu} E \left[ V(x(t_0), t_0^*) \right] e^{-\mu(t-t_0)} - 1
\]
\[
\times e^{-\mu(t-t_0)} - 1 < 0
\] (27)

In summary, we obtain that
\[
E \int_{t^*_0}^{t^*_1} V(x(t), t) \, dt \leq -\frac{1}{\mu} E \left[ V(x(t_0), t_0^*) \right] \theta,
\] (28)

where \( \theta = [e^{-\mu(t^*_1-t_0)} - 1] + \beta_1 \left[ e^{-\mu(t^*_1-t_0)} - e^{-\mu(t^*_1-t_0)} \right] + \cdots + \beta_k \beta_{k-1} \cdots \beta_1 \left[ e^{-\mu(T-t_0)} - e^{-\mu(t^*_k-t_0)} \right]; \) let \( \overline{\beta} = \max \{ \beta_1, \beta_2, \ldots, \beta_k \} \), and we have
\[
e^{-\mu(t^*_1-t_0)} - 1 - e^{-\mu(t^*_1-t_0)} \frac{\overline{\beta}}{1-\overline{\beta}} < \theta < e^{-\mu(t^*_1-t_0)} - 1 < 0.
\] (29)

Therefore, we get
\[
E \int_{t^*_0}^{T} V(x(t), t) \, dt \leq -\frac{1}{\mu} E \left[ V(x(t_0), t_0^*) \right] \theta = -\frac{\theta}{\mu} x_0^T P x_0.
\] (30)

Then, there exists a constant \( c = -\theta \lambda_{\text{max}}(P)/\mu \lambda_{\text{min}}(P) > 0 \), such that
\[
\lim_{T \to \infty} \left\{ E \int_{t^*_0}^{T} V(x(t), t) \, dt \right\} \leq c x_0^T x_0, \quad x_0 \in \mathbb{R}^n, \quad t \geq t_0.
\] (31)

Hence, the NSISs in (10) are stochastic stable.
Secondly, we consider the \((Q, S, R)\)-dissipativity of NSISs in (10). When \(x(t_0) = 0\), setting \(v(t) \neq 0\), from (11) and (12), we have
\[
E\int_{t_0}^{T} \left[ z^T(s) Q z(s) + 2z^T(s) \Sigma v(s) + \nu^T(s) (R - \alpha I) v(s) \right] ds \\
> E\int_{t_0}^{T} L V(x(s), s) ds = E\int_{t_1}^{T} L V(x(s), s) ds \\
+ E\int_{t_1}^{T} L V(x(s), s) ds \\
+ \cdots + E\int_{t_k}^{T} L V(x(s), s) ds \\
= EV(x(t_1), t_1) - EV(x(t_0), t_0) + EV(x(t_2), t_2) \\
- EV(x(t_1^+_k), t_1^+_k) + \cdots + EV(x(T), T) \\
- EV(x(t_0), t_0) \geq EV(x(T), T) > 0.
\]
(32)

So it follows that (8) holds; thus the NSISs in (10) are strictly \((Q, S, R)\)-dissipative according to Definition 2. The proof is complete. □

Remark 6. From (12), we see that \(\beta_k = \lambda_{\max}(P^{-1}(I+E_k+\gamma Z_k^T)P(I+E_k+\gamma Z_k)) < 1\) is not a LMI; it is difficult to obtain the feasible solution, so by schur complement lemma, which is implied by a matrix inequality,
\[
\begin{pmatrix}
    P & (I+E_k+\gamma Z_k)^T \\
    * & p^{-1}
\end{pmatrix} > 0.
\]
(33)

4.2. State-Feedback Dissipative Control of NSISs. We are now ready to design the state-feedback controller \(u(t) = Kx(t)\) for the closed-loop NSISs in (1), and the NSISs in (1) can be rewritten as
\[
dx(t) = \left[ (A + BK) x(t) + f(t, x(t)) \right] dt \\
+ \sigma(t, x(t)) \, dw(t), \quad t \in (t_{k-1}, t_k),
\]
\[
\Delta x(t_k^+) = (E_k + \gamma Z_k) x(t_k), \quad t = t_k,
\]
(34)
\[
z(t) = Cx(t),
\]
\[
x(t_k^+) = x_0.
\]
Then, we have the following results.

**Theorem 7.** Given a real matrix \(S\), a positive definite matrices \(R > 0\) and a negative semidefinite matrix \(Q \leq 0\), if there exist a scalar \(\delta > 0\), and three matrices \(X > 0, Y, \text{and } Z\), such that the following linear matrix inequalities (LMIs)
\[
\Sigma = \begin{pmatrix}
    \Sigma_1 & D & XG^T \\
    * & -R & 0 \\
    * & * & \Sigma_2
\end{pmatrix} < 0,
\]
(35)
\[
\begin{pmatrix}
    X & X(I+E_k)^T + Y_k^T \\
    * & X
\end{pmatrix} > 0
\]
(36)
have a feasible solution, then the NSISs in (34) are stochastic stable with \(H_\infty\) performance level, and the feedback gain is \(K = YX^{-1}\).

Proof. For NSISs in (34), applying Theorem 5 and Lemma 3, we have
\[
\begin{pmatrix}
    \Sigma_1' & P(D - C^TS) & P & G^T & C^T \kappa \beta I \\
    * & -R & 0 & 0 & 0 \\
    * & * & -\kappa I & 0 & 0 \\
    * & * & * & -\rho^{-1} & 0 \\
    * & * & * & * & Q^{-1} \\
    * & * & * & * & -\kappa I
\end{pmatrix} < 0,
\]
(37)
where \(\Sigma_1' = (A + BK)^T P + P(A + BK) + \delta Z\).

Applying the congruent transformation \(T_1 = \text{diag}(X, I, I, I)\) and \(T_2 = \text{diag}(X, I)\), \(X = P^{-1}\) to (37) and (33), respectively, introducing the linearization \(Z = XZX\), and using \(XX = Y_k, E_kX = Y_k, \text{LMI}s (35)\) and (36) hold. The proof is complete. □

Remark 8. When \(Q = -I, S = 0\), and \(R = \gamma^2 I\), strictly \((Q, S, R)\)-dissipative reduces to the \(H_\infty\) performance level. When \(Q = 0, S = I\), and \(R = \gamma I\), strictly \((Q, S, R)\)-dissipative reduces to the strictly passivity.

Remark 9. If \(\beta_k = \lambda_{\max}(P^{-1}(I+E_k)^T P(I+E_k)) < 1\), then let \(\bar{E}_k = 0\), which means that there is no need for any impulsive controller for NSIS (1). If \(\beta_k = \lambda_{\max}(P^{-1}(I+E_k)^T P(I+E_k)) > 1\), then choose appropriate \(\bar{E}_k\) such that \(\beta_k = \lambda_{\max}(P^{-1}(I+E_k)^T P(I+E_k)) < 1\), which means that there is need of impulsive controller with gain \(\bar{E}_k\) for NSISs in (1).

**Corollary 10.** If there exist a scalar \(\delta > 0\) and three matrices \(X > 0, Y, \text{and } Z\), such that the inequalities
\[
\begin{pmatrix}
    \Sigma_1 & D & XG^T \\
    * & -\gamma^2 I & 0 \\
    * & * & -\kappa I \\
    * & * & -X \\
    * & * & * & -I \\
    * & * & * & * & -\kappa I
\end{pmatrix} < 0
\]
(38)
and (36) have a feasible solution, then the NSISs in (34) are stochastic stable with \(H_\infty\) performance level, and the feedback gain is \(K = YX^{-1}\).
**Corollary 11.** If there exist a scalar $\delta > 0$ and three matrices $X > 0, Y, \text{and } \tilde{Z}$, such that the inequalities

\[
\begin{pmatrix}
\Sigma_1 & D - XC^T & I \\
* & -\gamma I & 0 \\
* & * & -\kappa I \\
* & * & * & -X \\
* & * & * & * & -\kappa I
\end{pmatrix} < 0
\]

(39)

and (36) have a feasible solution, then the NSISs (34) are stochastic strictly passive, and the feedback gain is $K = YX^{-1}$.

### 5. Numerical Example with Simulation

In this section, we will give an example to show the correctness of the derived results and the effectiveness of the proposed methods. Considering NSISs in (1), the system parameters are given as follows:

\[
A = \begin{pmatrix}
-1.5 & 1 & 0 & 1 \\
2 & 4 & 2.5 & 0 \\
-1 & -1.5 & 5 & 0 \\
0 & 0 & 2 & -5
\end{pmatrix}, \quad
B = \begin{pmatrix}
0 & 1 \\
-0.5 & 0 \\
-0.2 & 0 \\
0 & 0.2
\end{pmatrix},
\]

\[
C = \begin{pmatrix}
1 & 2 & 0 & 0 \\
0.5 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0.2 & 1 & 0
\end{pmatrix}, \quad
D = \begin{pmatrix}
0.4 & 0.2 & 0.1 & 0 \\
0.5 & 0.1 & 0.5 & 0.2 \\
0.1 & 0.2 & 0.3 & 0 \\
0.1 & 0.1 & 0 & 0.1
\end{pmatrix},
\]

\[
E = \begin{pmatrix}
-0.2 & 0 & 0 & 0 \\
0 & -0.1 & 0 & 0 \\
0 & 0 & -0.3 & 0 \\
0 & 0 & 0 & -0.2
\end{pmatrix},
\]

\[
f(x) = \begin{pmatrix}
0.1x_1 \sin x_3 \\
0.2x_2 \cos x_2 \\
0.1x_3 \sin x_3 \\
0.3x_4 \cos x_1
\end{pmatrix},
\]

\[
s(t, x(t)) = \begin{pmatrix}
0.5x_1 \sin x_1 \\
0.2x_2 \cos x_2 \\
0.5x_3 \cos x_3 \\
0.2t x_4
\end{pmatrix},
\]

\[
v(t) = \begin{pmatrix}
0.5 \sin 0.8t \\
e^{-0.2t} \cos t \\
0.3 \cos 0.5t \\
e^{-0.6t} \sin t
\end{pmatrix}, \quad -Q = R = S = I.
\]

(40)

From Figure 1, we can see that the uncontrolled NSISs in (1) are not stable; from (3)–(5), we can easily calculate that $\beta = 0.3$, $G = \text{diag}(0.5, 1, 0.5, 0.2)$, and we choose $\kappa = 1$. Applying Theorem 7 to this example with $\tilde{Z} = 0.2I$, then we have

\[
X = \begin{pmatrix}
218.4915 & -78.3446 & -28.6536 & 41.2314 \\
-78.3446 & 61.9663 & 23.7252 & -14.7112 \\
-28.6536 & 23.7252 & 9.2450 & -5.2351 \\
41.2314 & -14.7112 & -5.2351 & 11.9250
\end{pmatrix},
\]

\[
Y = 1.0e+004 * \begin{pmatrix}
-0.0840 & 1.4332 & 0.5742 & -0.0115 \\
-1.0921 & 0.1494 & 0.0621 & -0.2110
\end{pmatrix},
\]

(41)

So the controller parameters can be calculated as follows:

\[
K = 1.0e+003 * \begin{pmatrix}
0.1421 & 0.2444 & 0.4278 & -0.0116 \\
-0.0786 & -0.4984 & 1.0753 & -0.0478
\end{pmatrix},
\]

\[
E_k = \begin{pmatrix}
-0.8 & 0 & 0 & 0 \\
0 & -0.9 & 0 & 0 \\
0 & 0 & -0.7 & 0 \\
0 & 0 & 0 & -0.8
\end{pmatrix}.
\]

(42)

The state curves and the output curves of closed-loop NSISs in (1) can be seen in Figures 2 and 3.

From Figure 4, we can see that the closed-loop NSISs in (1) are strictly $(Q, S, R)$-dissipative, and Figure 5 shows the variation of $\alpha$ in $\Psi(v, z, T) \geq \alpha E \int_0^T v^T(t)v(t)\,dt$, for all $T \geq 0$.

### 6. Conclusions

In this paper, the dissipativity analysis and control problems for a class of nonlinear stochastic impulsive systems (NSISs) have been investigated. The systems are subject to the nonlinear disturbance, stochastic disturbance, and impulsive effects,
which often exist in a wide variety of industrial processes and the sources of instability. Based on the dissipativity, the state-feedback controller and impulsive controller, such that the nonlinear stochastic impulsive systems are stochastic stable and strictly \((Q, S, R)\)-dissipative, have been designed. The sufficient conditions have been obtained in terms of linear matrix inequalities (LMIs), and the given numerical example with simulation shows the correctness of the derived results and the effectiveness of the proposed method.
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