Marching Cubes Algorithm for Fast 3D Modeling of Human Face by Incremental Data Fusion
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We present a 3D reconstruction system to realize fast 3D modeling using a vision sensor. The system can automatically detect the face region and obtain the depth data as well as color image data once a person appears in front of the sensor. When the user rotates his head around, the system will track the pose and integrate the new data incrementally to obtain a complete model of the personal head. In the system, iterative closest point (ICP) algorithm is first used to track the pose of the head, and then a volumetric integration method is used to fuse all the data obtained. Third, ray casting algorithm extracts the final vertices of the model, and finally marching cubes algorithm generates the polygonal mesh of the reconstructed face model for displaying. During the process, we also make improvements to speed up the system for human face reconstruction. The system is very convenient for real-world applications, since it can run very quickly and be easily operated.

1. Introduction

3D reconstruction has always been an interesting topic since Microsoft Kinect camera came to use. The depth data of human face can be easily acquired using depth camera. However, it is still difficult to get a perfect whole face model. One probable method to solve this problem is to obtain depth maps from different cameras in different directions simultaneously [1–5]. Another solution is to get data with only one camera in different time. The next step is to do reconstruction with all the data from different directions, finally generating a mesh model of human face. A lot of algorithms for reconstruction have been proposed recently but hardly get perfect results. Moreover, many of them are not so conveniently or easily used in practice.

In this paper, we present a system that realizes fast human face tracking and 3D reconstruction with only one Kinect sensor collecting depth data (Figure 1). The depth data is acquired from the Kinect sensor and is converted to vertex map and normal map, as there is a corresponding relation between the 2D depth map coordinate system and the 3D camera coordinate system. The ICP algorithm is used to track the relative pose between the current data map and the previous one, and then the transformation matrix frame-to-frame can be estimated. Thereby the pose of current camera in the global coordinate can be obtained, which is actually the human face coordinate system. By doing the volumetric integrating using truncated signed distance function, the depth data of all the frames can be integrated into a volume, and the zero-crossing surface can be extracted for the next ICP tracking. The reconstructed 3D model is rendered using the marching cubes algorithm in the reconstructing process, so the user can adjust his face pose to get a better human face model by filling the hole. This system allows users to reconstruct human face model with only one depth camera and incrementally get higher quality 3D human face model by rotating the head.

2. Related Works

The research on real-time 3D reconstruction is a hot topic in computer vision. An accurate and robust 3D surface registration method for In-hand modeling was proposed by [6]. A complete 3D model of an object can be obtained by simply turning around and being scanned by a camera, using iterative closest points (ICPs) algorithm [1] for coarse and
3. Method and Implementation

The flow chart of our 3D face reconstruction system is shown in Figure 2. The whole system mainly consists of six stages: face detection and segmentation, depth map conversion, face tracking, volumetric integration, recasting, and marching cubes. Each stage will be described in the following sections.

3.1. Face Detection and Segmentation. The Kinect sensor acquires the 640 * 480 color and depth image at 30 Hz. Firstly the face region is detected using a Haar classifier [15]. To get more stable results, we use the frontal-face and profile-face classifiers to detect the face twice.

A more sophisticated extraction is used to ensure that only the face data in consideration is carried out after getting the region of the face. We search the depth image in a window around the central point of the face region to get a valid depth value. Then the depth image will be traversed within the face region and every depth value will be compared with the central depth value. If the depth value changes more than the specific threshold, it will be given an invalid value to distinguish nonface region from face region.

In order to run the algorithm fast, the face region is only detected at the beginning of the algorithm or after resetting. Once a valid bounding rectangle of face is obtained, the face detection phase is omitted and only segmentation task is executed.

3.2. Fast Face Depth Map Conversion. Firstly, a bilateral filter is applied to the raw depth map in order to obtain noise-reduced face depth map and maintain the depth boundaries simultaneously. The filter can be described as follows [12], (raw map is denoted by $R_i$, and the filtered depth map is denoted by $D_i$):

$$D_i (\vec{u}) = \frac{1}{W_p \cdot w^2} \sum_{\vec{q} \in w} N_p (|\vec{u} - \vec{q}|_2) N_o (\| R_i (\vec{u}) - R_i (\vec{q}) \|_2) R_i (\vec{q}),$$

(1)

where $\vec{u} = (u, v)^T$ is the depth image pixel and $\vec{q} \in w$ ($w$ is a window to reduce computation complexity), $W_p$ and $N_o(t) = \exp(-t^2 \sigma^2)$ are normalizing constants.

In a real-time system, the time complexity is an important factor. In the filter previously mentioned, the exponent arithmetic is computationally expensive. Since the distance between the depth image pixels is an integer, we can use a lookup table to speed up the computation. Only the pixels within a certain window are considered, so the size of lookup table is not large.

Given the camera intrinsic parameters $(f_x, f_y, c_x, c_y)$, which, respectively, stand for the focal length in $x$ and $y$ axes, the focal point coordinate in $x$ and $y$ axes), the depth map can be converted into the vertex map (denoted by $V_i$), and corresponding normal vectors for each vertex can be easily computed using neighboring points.

Assuming that $(u, v)$ is a pixel in the raw depth map, and $z = D_i (u, v)$ is the depth of filtered depth map, then the coordinate of $V_i$ can be computed as follows:

$$V_i (x) = \frac{z (u - c_x)}{f_x},$$

$$V_i (y) = \frac{z (v - c_y)}{f_y},$$

$$V_i (z) = z.$$

(2)

With the vertex data obtained, the normal vectors of each vertex are computed with the following equation [12]:

$$N_i = (V_i (u + 1, v) - V_i (u, v)) \times (V_i (u, v + 1) - V_i (u, v)),$$

(3)

and then normalized to the unit length using $N_i/\|N_i\|$. Assuming that the image being processed has $m \times n \times n$ pixels, and the window of bilateral filter has a size of $w \times w$, the
Data capture

<table>
<thead>
<tr>
<th>Raw depth and rgb data captured from kinect sensor</th>
<th>Face detection and segmentation</th>
<th>Conversion: bilateral filter, compute vertex and normal maps of each level of the pyramid</th>
<th>Tracking: use ICP to estimate the global transform</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Marching cubes: get the polygon mesh of the reconstructed 3D model</td>
<td>Volumetric integration: compute the tsdf value for each voxel of the volume</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Raycasting: raycast from the volume to get the accumulated vertex and normal maps</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Accumulated data used for ICP</td>
</tr>
</tbody>
</table>

**Figure 2: Overall system workflow.**

The computational complexity of filtering is $O(m \times n \times w^2)$. The Kinect sensor acquires a $640 \times 640$ depth image. In the face segmentation stage, a smaller image that contains the face region is extracted, which has a size of $196 \times 196$ in our experiment. Besides, $w = 7$ and a lookup table is used to replace the exponent arithmetic. A complexity of $O(m \times n)$ is needed to generate the normal vectors. So the computational complexity of this stage is quite low.

### 3.3. Face Tracking

The global model of the face is stored as a statue, which means that the vertex map and the normal map do not move and rotate in the coordinate. In the meantime, the sensor is fixed in the front of the user. However, because the user's head rotates (and moves) in the modeling process, the view point of the depth data changes from frame to frame. In order to integrate the history model and the live data, the transformation matrix (a 3D matrix with 6 degrees of freedom) between them is required; otherwise the result will be chaos if we put the data directly. Fortunately, because of the preextraction, the live data do not contain environment and other references. So we come out with the solution that we suppose that the camera is moving around to scan a static head of the user. In this stage, the face depth data is processed frame-to-frame to track the face motion. The Iterative Closest Point (ICP) algorithm [1] is used here to compute the transformation matrix [12].

In ICP algorithm, each iteration could be divided into three stages: first, corresponding point pairs are chosen within the two frames; then a point-to-plane Euclidean error metric is used to calculate an optimal solution which minimizes the error metric; and finally, the previous frame is transformed using the matrix obtained in the previous stage, preparing for the next iteration. Solution becomes more accurate after each cycle, and an optimal transform matrix can be obtained after finishing ICP algorithm.

In the first stage, the corresponding points between the current frame and the previous frame should be found firstly. In this paper, points in the current frame are projected to the previous one to obtain the corresponding points. Given the previous global camera pose $T_{i-1}$ and the estimated current pose $T_i$ (which is initialized with $T_{i-1}$ before the iteration and is updated with an incremental transform calculated per iteration of ICP), we then transform the current vertex map into the global coordinate, using $V^g_i = T_iV_i(\vec{u})$. (Here, the human face coordinate system is regarded as the global system. Since our target is to obtain a complete face model, so that the data is required in face coordinate system.) The pixel corresponding to the global position $V^g_i$ are required here, so we transform $V^g_i$ into the previous camera coordinate system to get $V^c_{i-1} = T_{i-1}^{-1}V^g_i$ and then project it into the image plane to get the pixel $p$:

$$
p(u) = \frac{V^c_{i-1}(x) \times f_x}{V^c_{i-1}(z)} + c_x,
$$

$$
p(v) = \frac{V^c_{i-1}(y) \times f_y}{V^c_{i-1}(z)} + c_y.
$$

(4)

We look up the previous global vertex map $V^g_{i-1}$ and global normal map $N^g_{i-1}$ in the pixel $p$; obviously $V_{i-1}(\vec{p})$ and $V_i(\vec{u})$ are the correspondences.

Also thresholds of Euclidean distance and angles should be set between them, to reject outliers.
Given these sets of corresponding oriented points, the next step is to minimize the point-to-plane error metric $E$, to get the transformation matrix $T^i$ [16]. Here, the metric $E$ stands for the sum of squared distances between the current points and the tangent plane of the corresponding points:

$$E = \sum_{\tilde{u}} \| (T V^i_t (\tilde{u}) - V^{g}_{i-1} (\tilde{p})) N^{g-1}_{i-1} (\tilde{p}) \|_2.$$  \hspace{1cm} (5)

As there is only an incremental transformation between frames, the rigid transform matrix can be written as follows:

$$T = [R | \tilde{T}] = \begin{pmatrix} 1 & -\alpha & -y & t_x \\ -\alpha & 1 & -\beta & t_y \\ y & -\beta & 1 & t_z \end{pmatrix}.$$  \hspace{1cm} (6)

In each cycle, an incremental transformation $T^\text{inc}_z$ that represents the current iteration number $z$ minimizes the point-to-plane error metric.

The next step is to minimize the point-to-plane error metric $\sum_{\tilde{u}} \| (T V^i_t (\tilde{u}) - V^{g}_{i-1} (\tilde{p})) N^{g-1}_{i-1} (\tilde{p}) \|_2$. However, in the volumetric integrating algorithm described previously, the $z=0$ voxel of the volume is updated using weighted average strategy. For a voxel $(x, y, z)$ in the volume, we first convert it into the global 3D position $v_g$:

$$v_g (x) = (x + 0.5 f) \times \text{cell}_x,$$

$$v_g (y) = (y + 0.5 f) \times \text{cell}_y,$$

$$v_g (z) = (z + 0.5 f) \times \text{cell}_z,$$

where \text{cell}_x represents the size of the cell in the volume:

$$\text{cell}_x = \frac{\text{VOLUME}_X}{\text{VOLUME}_X},$$  \hspace{1cm} (12)

where \text{VOLUME}_X indicates how many cells are there in \text{x} axis of the volume and \text{VOLUME}_X indicates the corresponding actual length.

In the volumetric integration phase, each voxel in the volume is traversed and the corresponding TSDF value is updated using weighted average strategy. For a voxel $(x, y, z)$ in the volume, we first convert it into the global 3D position $v_g$:

$$T^\text{g}_z V^i_t (\tilde{u}) = T^\text{g}_z^{-1} V^i_t (\tilde{u}).$$

The increment transformation can also be written as follow:

$$\bar{x} = (\beta, \gamma, \alpha, t_x, t_y, t_z) \in \Re^6,$$

$$T^\text{g}_z V^i_t (\tilde{u}) = R^6 \cdot \bar{x} + V^g_i (\tilde{u}).$$

Assuming that $V^g_i (\tilde{u}) = (x, y, z)^T$, $G$ can be represented as follows:

$$G (\tilde{u}) = \begin{pmatrix} 0 & -z & 1 & 0 & 0 \\ z & 0 & -x & 0 & 1 \\ -y & x & 0 & 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (8)

By solving the following expression:

$$\min_{x \in \Re^6} \sum_{\tilde{w}} \| E \|_2 c,$$  \hspace{1cm} (9)

$$E = N^{g-1}_{i-1} (\tilde{p})^T \cdot ( (G (\tilde{u}) \bar{x} + V^g_i (\tilde{u}) - V^g_{i-1} (\tilde{p}) ) \cdot (A^T A) \bar{x} = \sum_{\tilde{u}} (A^T A) \bar{x} = \sum_{\tilde{u}} (A^T b),$$  \hspace{1cm} (10)

where $A^T = G (\tilde{u}) N^{g-1}_{i-1} (\tilde{p}) \in \Re^{6 \times 1}$ and $b = N^{g-1}_{i-1} (\tilde{p}) (V^g_{i-1} (\tilde{p}) - V^g_i (\tilde{u})) \in \Re^{1 \times 1}$, and we can easily compute the vector $\bar{x}$ using a Cholesky decomposition.

After the incremental matrix is obtained, we enter the next iteration, where the operations previously mentioned are used again. And after all the iterations, we can get the final camera pose $T^g \leftarrow T^g_{\text{max}}$.

A projecting strategy is used so that it takes $O(1)$ computational complexity for a point to find its corresponding point. To get the transformation matrix between two frames, approximately a computational complexity of $O(m \times n)$ is acquired.

3.4. Small Size Face Volumetric Integration. Using the transformation matrix obtained in the last step, the depth map data can be converted to point cloud in global coordinate. Data of this form is hard to integrate to form a face model. Here we convert them into a volumetric representation [17]. A 3D volume of specific resolution that corresponds to the physical space is divided into a 3D grid of voxels. Truncated signed distance function (TSDF) is used here to convert the 3D vertices into voxels of the volume [12].

In the volumetric integration phase, each voxel in the volume is traversed and the corresponding TSDF value is updated using weighted average strategy. For a voxel $(x, y, z)$ in the volume, we first convert it into the global 3D position $v_g$:

$$v_g (x) = (x + 0.5 f) \times \text{cell}_x,$$

$$v_g (y) = (y + 0.5 f) \times \text{cell}_y,$$

$$v_g (z) = (z + 0.5 f) \times \text{cell}_z,$$

where \text{cell}_x represents the size of the cell in the volume:

$$\text{cell}_x = \frac{\text{VOLUME}_X}{\text{VOLUME}_X},$$  \hspace{1cm} (12)

where \text{VOLUME}_X indicates how many cells are there in \text{x} axis of the volume and \text{VOLUME}_X indicates the corresponding actual length.

Subsequently, the global ordinate $v_g$ is transformed into the camera ordinate $v$, and the vertex $v$ is projected into the image plane to get the corresponding pixel $p$.

Assuming that the translation vector of the global camera transformation is denoted as $t_g$, the distance between voxel $(x, y, z)$ of the volume and the original point of the camera ordinate system can be calculated as $\| v_g - t_g \|$. Since we have got the corresponding pixel $p$, we can get the actual depth measurement $D_j (p)$. It should be pointed out that $D_j (p)$ is not equal to the vertex map $V^j (p)$, since the former represents the distance between the original point and the specific point, while the latter only represents the $z$ value, so a conversion is necessary to get $D_j (p)$.

The SDF value of the voxel can be computed using $SDF_j = \| v_g - t_g \| - D_j (p)$. This is normalized to a TSDF using the truncating strategy. The TSDF value of the voxel is updated using a simple running weighted average:

$$\text{tsdf}_{\text{avg}} = \frac{\text{tsdf}_{t-1} \cdot w_{t-1} + \text{tsdf}_t \cdot w_t}{w_{t-1} + w_t},$$  \hspace{1cm} (13)

Actually, in practice, we simply let $w_t = 1$ and can achieve good results.

Given that the goal of our work is fast tracking and reconstruction, time complexity must be considered. In volumetric integration phase, there are $\text{VOLUME}_X \times \text{VOLUME}_Y \times \text{VOLUME}_Z$ voxels that should be traversed, so the volume size cannot be too large for higher frame rate. In case of face reconstruction, the useful global size is approximately $0.3 \times 0.3 \times 0.3 \text{ m}^3$. However, in the volumetric integrating algorithm described previously, the $z = 0$ voxel of the volume...
lies in the original position of the camera ordinate system. In other words, if the distance between the face and the Kinect sensor is 0.7 m, \( VOLUME_SIZE_z \), cannot be less than 0.7 to ensure valid integration. And at the same time, all the \( 0 < z < 0.7 \) voxels are not used. Consequently, to ensure enough volume resolution, \( VOLUME_SIZE_z \) cannot be too small, which could result in higher time complexity and do too much useless work.

Thus we introduce an offset to the volume. We move the volume along the \( z \) axis a distance of offset as the \( z = 0 \) plane can get close to but cannot reach the mesh of the face. Then the conversion from voxel into global position should be modified as

\[
v_g(z) = (z + 0.5f) \times \text{cell.size.z} + \text{offset}. \tag{14}
\]

Some little modification should also be made in the other part of the algorithm.

In this stage, a computational complexity of \( O(n^3) \) (\( n \) is the length of the volume) is needed to update all the voxels in the volume. In our experiment, we use \( 64 \times 64 \times 64 \) (\( n = 64 \) volume and \( 0.3 \times 0.3 \times 0.3 \) volume size along with an offset of 0.6 m and get rather good fast reconstruction results.

### 3.5. Ray Casting

The ray casting algorithm [18] applied here is to generate views of implicit surface for rendering and tracking. For each pixel \((x, y)\) of the output image, a single ray is emitted from the original point of the camera coordinate system and goes through the point \((x, y)\) of the image plane. With the direction of the ray, we can extract the surface position by traversing along the ray. And the surface intersection point can be easily obtained using linear interpolation. Then we can easily obtain the normal map with TSDF. There are two contributions of the ray casting algorithm, one is the ability to view the implicit surface of the reconstructed 3D model and the other is to generate higher quality data for ICP camera tracking. When rendered to screen, the noise, shadows, and holes will be much less than the raw depth data.

We need to traverse all the voxels in the volume to extract the zero-crossing surface. Therefore a computational complexity of \( O(n^3) \) (\( n \) is the length of the volume) is acquired.

### 3.6. Marching Cubes

In our work, we use marching cubes algorithm [19, 20] to obtain the mesh of the reconstructed 3D model. Each voxel of the volume is traversed and an index is created to a precalculated array of 256 possible polygon configurations within the cube, by treating each of the 8 scalar values as a bit in an 8-bit integer. If the scalar’s value is higher than the iso value (it is inside the surface) then the appropriate bit is set to one, while if it is lower (outside), it is set to zero. The final value after all 8 scalars are checked is the actual index to the polygon indices array. Finally each vertex of the generated polygons is placed on the appropriate position along the cube’s edge by linearly interpolating the two scalar values that are connected by that edge.
In marching cubes algorithm, the computational complexity that is approximately $O(n^3)$ ($n$ is the length of the volume) is acquired.

4. Results

We test our 3D reconstruction system on a computer with 3.2 GHz CPU and 4 GB memory. We set the volume resolution to $64 \times 64 \times 64$ and the volumetric size to $0.3 \times 0.3 \times 0.3$ m$^3$ with an offset distance of 0.4 m. Note that running the reconstruction algorithm for one new frame only costs about 180 ms, which is quite acceptable in practice.

The results of our 3D reconstruction system are shown in Table 1. As shown in the table, the 3D face model keeps being refined, while the user’s head rotates in order to let the Kinect scan the whole face.

We can find that the reconstruction result is very good, and is much smoother than the raw depth data. And the reconstruction speed is also very acceptable.

5. Conclusions

After depth cameras like Kinect sensor appear, users can easily obtain the depth data of an object. 3D reconstruction, especially human face reconstruction, has always been a challenging problem. In this paper, we represent a novel way to create a 3D face reconstruction model. Just sitting in front of the Kinect camera and rotating his head, the user can get a perfect human face model. We use a volumetric integrating strategy to fuse all the data, so the reconstructed face model becomes more and more clear.

We contribute the method to fast human face 3D reconstruction. Our efforts to speed up the system are threefold. First, we decrease the frequency of detecting face, by only detecting when the shift of the face exceeds a specific threshold. Second, we use a lookup table to replace the computationally expensive exponent arithmetic and try hard to reduce repeated computation. Third, we introduce some variances to the volumetric integration algorithm to use less voxels while keeping the good resolution. Using the methods previously mentioned, we get a well-performed face 3D reconstruction system.

We will focus on larger object such as full body 3D reconstruction, and add color information to the model to make the visualization better in the future work.

Acknowledgment

This work was partially supported by the National Natural Science Foundation of China (NSFC) under the Project 61175034/F030410.

References


