The Influence of Shunt Active Power Filter on Stability and Performance in Considering Time-Delay
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The existence of time-delay in active power filter (APF) has a great influence on its stability and performance. Hence, this paper deals with the problems of solving the delay margin, the maximal delay which allows the closed-loop system to retain stable, and minimizing the performance index for a given $H_{\infty}$ controller. Firstly, for the given time-delay system and controller, a Lyapunov-Krasovskii functional is used to derive a delay-dependent stability criterion. And a modified Lyapunov-Krasovskii functional is used to obtain less conservative results. Secondly, the mathematical model of APF with time-delay is built, and the two problems already mentioned can be dealt with via transforming them into one of the basic problems of linear matrix inequality (LMI). Finally, the relationships between the delay stability margin and some parameters have been investigated, and the performance index has been discussed in considering time-delay. The effectiveness of the proposed method is verified by simulation studies.

1. Introduction

In recent years, electrical distribution systems have been suffering from increasing harmonic propagation generated by nonlinear loads. These nonlinear loads draw nonsinusoidal currents from the utility, causing interference with the near sensitive loads and limiting the use of the available electrical supply. The quality of the electrical current thus becomes a significant concern for the distributors of energy and their customers [1].

Different mitigation solutions have been proposed and used, involving passive filters, active power filters (APFs), and hybrid active-passive filters. In general, APFs can be connected in series or in parallel to the nonlinear loads. Shunt active power filters are the most widely used solution. Recently, much work has been done in this area. The key research directions about APF contain topological structure, control strategy, compensation characteristics, resonant depression, harmonic current detection method, and controller design, and so on [2–5]. However, the time-delay in APF is less mentioned, and sometimes it cannot be ignored, even if the time-delay is very small [6]. From the point view of stability analysis, it is important to find the maximal delay time, defined as a delay stability margin, under which an APF system with time-delay can retain stable. In [7], time-delay has a great influence on the stability of APF, but the delay stability margin has not been discussed. The time-delay is an important issue that needs careful treatment to avoid poor performance or even possible instability of the closed-loop system [8]. Therefore, the issue of stability of time-delay systems has been widely considered (see, e.g., [9–12]). They can be divided into two classes: delay-dependent and delay-independent. In general, the delay-dependent stability criterion is less conservative than the delay-independent criterion when the size of delay is small.

In this paper, we will deal with the problems of solving the delay margin and minimizing the performance index for a given $H_{\infty}$ controller. In order to obtain less conservative results, a modified Lyapunov-Krasovskii functional is used and a new criterion is obtained. Then the two problems already mentioned can be dealt with. The relationships between the delay stability margin and some parameters have been investigated, and the performance index has been discussed in considering time-delay.

The notations used in this paper are as follows: $R^n$ denotes the real vector space of dimension $n$; $R_{m\times n}^{m\times n}$ is
the set of all $m \times n$ real matrices; $A^T$ denotes the transpose of matrix $A$. For symmetric matrices $A$ and $B$, the notation $A > B$ ($A \geq B$) means that matrix $A - B$ is symmetric and positive definite (symmetric and positive semidefinite); $I$ is an identity matrix of appropriate dimensions; The notation $\| \cdot \|_2$ stands for the usual $L_2[0,\infty)$ norm. For an arbitrary matrix $Z$ and two symmetric matrices $P$ and $Q$, the symmetric term in a symmetric matrix is denoted by $\ast$; that is,

$$
\begin{bmatrix}
P & Z \\
\ast & Q
\end{bmatrix} =
\begin{bmatrix}
P & Z \\
Z^T & Q
\end{bmatrix}.
$$

(1)

### 2. Two Stability Criteria

In this section, we will establish two stability criteria. The following lemmas are useful in deriving the criteria.

**Lemma 1** (see [13]). For any constant matrix $Z \in R^{n \times n}$, $Z = Z^T > 0$, scalar $h > 0$, and vector function $x : [-h,0] \to R^n$, such that the integration in the following is well-defined; then

$$
-h \int_{t-h}^t \begin{bmatrix} x(s) \end{bmatrix}^T \begin{bmatrix} -Z & Z \\
Z & -Z
\end{bmatrix} \begin{bmatrix} x(s) \\
x(t-h)
\end{bmatrix} ds
\leq \begin{bmatrix} x(t) \\
x(t-h)
\end{bmatrix}^T \begin{bmatrix} -Z & Z \\
Z & -Z
\end{bmatrix} \begin{bmatrix} x(t) \\
x(t-h)
\end{bmatrix},
$$

(2)

**Lemma 2** (see [14]). For the symmetric matrix

$$
S = S^T = \begin{bmatrix} S_{11} & S_{12} \\
\ast & S_{22}
\end{bmatrix}, \quad S \in R^{n \times n}, \quad S_{11} \in R^{r \times r} (r < n),
$$

(3)

the three conditions are equivalent to each other:

1. $S < 0$;
2. $S_{11} < 0$, $S_{22} - S_{12}^T S_{11}^{-1} S_{12} < 0$;
3. $S_{22} < 0$, $S_{11} - S_{12} S_{22}^{-1} S_{12}^T < 0$.

Consider the following time-invariant system with the input delay and disturbance:

$$
x(t) = Ax(t) + B_1 u(t - \tau) + w(t),
$$

$$
z(t) = Cx(t),
$$

$$
x(t) = \phi(t), \quad \forall t \in [-\tau,0],
$$

(4)

$$
\int_0^\infty w^T(t) w(t) dt < \infty,
$$

(5)

that is,

$$
w(t) \in L_2[0,\infty),
$$

(6)

For a given H∞ controller,

$$
\begin{align*}
u(t) &= Kx(t),
\end{align*}
$$

(7)

where $K$ is the state feedback gain matrix to be given.

For the controller (7), it satisfies the following two conditions:

1. the closed-loop system is asymptotically stable;
2. the closed-loop system guarantees, under zero initial condition, $\| z(t) \|_2 < \gamma \| w(t) \|_2$ for all nonzero $w(t) \in L_2[0,\infty)$ and some performance index constant $\gamma > 0$.

Then the system (4) with the given controller is rewritten as

$$
\begin{align*}
\dot{x}(t) &= A x(t) + B x(t - \tau) + w(t), \\
z(t) &= C x(t), \\
x(t) &= \phi(t), \quad \forall t \in [-\tau,0],
\end{align*}
$$

(8)

where $B = B_1 K$.

We have the following result.

**Proposition 3.** For a given scalar $\tau > 0$, the closed-loop system described by (8) is asymptotically stable with H∞ performance index $\gamma > 0$ for any given $\tau$, if there exist real symmetrical $n \times n$ matrices $P = P^T > 0$, $Q = Q^T > 0$, and $Z = Z^T > 0$ such that

$$
\Omega = \Omega^T < 0,
$$

(9)

where $A$, $B$, and $C$ are constant matrices, $\lambda = \gamma^2$, and

$$
\Omega =
\begin{bmatrix}
A^T P + PA + Q - Z + C^T C & PB + Z & P \\
* & -Q - Z & -\lambda I \\
* & * & -\tau A^T Z
\end{bmatrix}.
$$


$$
V(t,x_t) = x^T(t) Px(t) + \int_{t-\tau}^t x^T(s) Q x(s) ds + \int_0^\theta \int_{t-\tau}^{t+\theta} \tau Z \dot{x}(s) ds d\theta,
$$

(10)

where $x_t$ is defined as $x_t = x(t + \theta)$, for all $\theta \in [-\tau,0]$, and $P = P^T > 0$, $Q = Q^T > 0$, and $Z = Z^T > 0$ are matrices.
to be chosen. Taking the derivative of $V(t, x_t)$ with respect to $t$ along the trajectory of (8) yields

$$
\dot{V}(t, x_t) = \left[ x^T(t) P x(t) + x^T(t) P \dot{x}(t) \right] + \left[ x^T(t) Q x(t) - x^T(t - \tau) Q x(t - \tau) \right] + \left[ \tau^2 x^T(t) Z \dot{x}(t) - \tau \int_{t-\tau}^t x^T(s) Z \dot{x}(s) ds \right] = x^T(t) \left( A^T P + PA + Q \right) x(t) + x^T(t) PBx(t - \tau) + x^T(t) Pw(t) + x^T(t - \tau) B^T P x(t) - x^T(t - \tau) Q x(t - \tau) + w^T(t) P x(t) + \tau^2 x^T(t) Z \dot{x}(t) - \tau \int_{t-\tau}^t x^T(s) Z \dot{x}(s) ds.
$$

(11)

Use Lemma 1 to obtain

$$
-\tau \int_{t-\tau}^t x^T(s) Z \dot{x}(s) ds \leq \begin{bmatrix} x(t) \\ x(t - \tau) \end{bmatrix}^T \begin{bmatrix} -Z & Z \\ Z & -Z \end{bmatrix} \begin{bmatrix} x(t) \\ x(t - \tau) \end{bmatrix} = -x^T(t) Z x(t) + x^T(t) Z x(t - \tau) + x^T(t - \tau) Z x(t) - x^T(t - \tau) Z x(t - \tau).
$$

(12)

Then, the following holds:

$$
\dot{V}(t, x_t) \leq x^T(t) \left( A^T P + PA + Q - Z + \tau^2 A^T Z A \right) x(t) + x^T(t) \left( PB + Z + \tau^2 A^T Z B \right) x(t - \tau) + x^T(t) \left( P + \tau^2 A^T Z \right) w(t) + x^T(t - \tau) \left( B^T P + Z + \tau^2 B^T Z A \right) x(t) + x^T(t - \tau) \left( -Q - Z + \tau^2 B^T Z B \right) x(t - \tau) + \tau^2 x^T(t - \tau) B^T Z w(t) + w^T(t) \left( P + \tau^2 Z A \right) x(t) + \tau^2 w^T(t) Z B x(t - \tau) + \tau^2 w^T(t) Z w(t).
$$

(13)

Assuming zero initial condition, we have $V(t, x_t)|_{t=0} = 0$.

Consider the following index:

$$
J_{zw} \triangleq \int_0^\infty \left[ z^T(t) z(t) - \gamma^2 \omega^T(t) w(t) \right] dt.
$$

(14)

Then, for any nonzero $w(t) \in L_2[0, \infty)$ there holds

$$
J_{zw} \leq \int_0^\infty \left[ z^T(t) z(t) - \gamma^2 \omega^T(t) w(t) \right] dt + V(t, x_t)|_{t=\infty} - V(t, x_t)|_{t=0} = \int_0^\infty \left[ z^T(t) z(t) - \gamma^2 \omega^T(t) w(t) + V(t, x_t) \right] dt \leq \int_0^\infty \Gamma^T \Omega_1 \Gamma dt,
$$

(15)

where $\Gamma = \begin{bmatrix} x^T(t), x^T(t - \tau), w^T(t) \end{bmatrix}$ and

$$
\Omega_1 = \begin{bmatrix}
\Psi_{11} & PB + Z + \tau^2 A^T Z B & P + \tau^2 A^T Z \\
* & Q - Z + \tau^2 B^T Z & \tau^2 B^T Z \\
* & * & -\gamma^2 I + \tau^2 Z
\end{bmatrix},
$$

(16)

$$
\Psi_{11} = A^T P + PA + Q - Z + C^T C + \tau^2 A^T Z A.
$$

When only considering the stability of the closed-loop system (8), we can assume the disturbance input is zero; that is, $w(t) \equiv 0$, and if the matrix $\Omega_1$ is negative definite, we can obtain $\dot{V}(t, x_t) < 0$ and the asymptotic stability of system (8) is established. When $w(t) \in L_2[0, \infty)$ and $\Omega_1 < 0$, then we can obtain $J_{zw} < 0$, and therefore $\|z(t)\|_2 < \gamma\|w(t)\|_2$.

We know

$$
\Omega_1 = \begin{bmatrix}
\Psi_{11} & PB + Z & P \\
* & Q - Z & 0 \\
* & * & -\gamma^2 I
\end{bmatrix} + \begin{bmatrix}
A^T \\
B^T \tau Z \end{bmatrix} \tau^2 Z \begin{bmatrix} A & B & I \end{bmatrix},
$$

(17)

$$
\Psi_{11} = \begin{bmatrix} \Psi_{11} \end{bmatrix},
$$

$$
\Psi_1 \triangleq \begin{bmatrix} \Psi_{11} \end{bmatrix},
$$

(18)

From the Schur complement (Lemma 2), $\Omega_1 < 0$ is equivalent to $\Omega < 0$. This completes the proof.

**Proposition 4.** For a given scalar $\tau > 0$, the closed-loop system described by (8) is asymptotically stable with H∞ performance.
index \( \gamma > 0 \) for any given \( \tau \), if there exist real symmetrical \( n \times n \) matrices \( P = P^T > 0, Q = Q^T > 0, Z = Z^T > 0, W = W^T \geq 0, S_{11} = S_{11}^T, \) and \( S_{22} = S_{22}^T \) such that

\[
S = \begin{pmatrix} S_{11} & S_{12} \\ S_{12}^T & S_{22} \end{pmatrix} \geq 0, \quad (19)
\]

\[
\Phi = \Phi^T < 0, \quad (20)
\]

where

\[
\Phi = \begin{pmatrix} \Phi_{11} & \Phi_{12} & PB + Z & P \frac{\tau}{2} A^T W \tau A^T Z \\ * & \Phi_{22} & -S_{12} & 0 & 0 \\ * & * & \Phi_{33} & 0 & \frac{\tau}{2} B^T W \tau B^T Z \\ * & * & * & -\lambda I & \frac{\tau}{2} W \tau Z \\ * & * & * & * & -Z \end{pmatrix}
\]

\[
\Phi_{11} = A^T P + PA + Q + S_{11} - W - Z + C^T C, \\
\Phi_{12} = W + S_{12}, \quad \Phi_{22} = S_{22} - S_{11} - W, \\
\Phi_{33} = -S_{22} - Q - Z, \quad \lambda = \gamma^2.
\]

Proof. Choose a new Lyapunov-Krasovskii functional candidate as follows [16]:

\[
V(t, x_t) = x^T(t) P x(t) + \int_{t-\tau}^{t} x^T(s) Q x(s) \, ds \\
+ \int_{0}^{t-\tau} x^T(s) (PB + Z) x(s) \, ds \\
+ \int_{t-(\tau/2)}^{t} x^T(s) (PB + Z) x(s) \, ds \, d\theta \\
+ \int_{t-\tau}^{t} y^T(s) S y(s) \, ds \\
+ \int_{0}^{t-\tau/2} \int_{t+\theta}^{t} x^T(s) \frac{\tau}{2} W x(s) \, ds \, d\theta,
\]

where \( x_t \) is defined as \( x_t = x(t + \theta) \), for all \( \theta \in [-\tau, 0] \), and

\[
P = P^T > 0, \quad Q = Q^T > 0, \quad Z = Z^T > 0, \\
W = W^T \geq 0, \\
S = S^T = \begin{pmatrix} S_{11} & S_{12} \\ S_{12}^T & S_{22} \end{pmatrix} \geq 0, \\
y^T(s) = \begin{pmatrix} x^T(s) \\ x^T(s - \frac{\tau}{2}) \end{pmatrix}.
\]

(23)

The later proof is omitted due to the fact that it is much similar to the proof of Proposition 3.

Remark 5. If we only consider the stability of the closed-loop system (8), we can ignore the performance index \( \gamma \). In other words, the performance index \( \gamma \) can be considered as a variable, not a given constant in the two propositions.

Remark 6. The choice of the Lyapunov-Krasovskii functional is very important to the conservation of the derived results. When we uniformly divide the delay interval \([-\tau, 0]\) into two subintervals \([-\tau, -\tau/2]\) and \([-\tau/2, 0]\), we obtain the new functional in Proposition 4. Similarly, if we uniformly divide the delay interval \([-\tau, 0]\) into \( N \) subintervals and \( N \) is a positive integer, the derived result has less conservation for a bigger \( N \) by using the obtained functional. However, as \( N \) increases, testing the result is much time consuming. One can employ the result in the case of \( N = 2 \) (Proposition 4) for the tradeoff between better results and time consuming ones [16].

3. Mathematical Model of APF with Time-Delay

The circuit configuration of shunt active power filter consisting of a filter inductor in series with PWM inverter is shown in Figure 1. Assume the three-phase source voltage is symmetrical and the equivalent circuit topology of the single phase is shown in Figure 2. Source voltage, source current, load current, filter side current, and the output voltage of inverter are represented by \( e_a, i_{sa}, i_{la}, i_{fa}, \) and \( u_{Fa} \), respectively.
Basic equation of this circuit is derived by Kirchhoff’s
time law:
\[
L \frac{di}{dt} = e_a - Ri_a - u_{Fa}.
\] (24)
And the equations of the other two phases are similar.
When the control delay is considered and \( \tau \) stands for the
total delay, then
\[
L \frac{di_{Fa}}{dt} = e_{abc} (t) - Ri_{abc} (t) - u_{Fa} (t - \tau),
\] (25)
where
\[
i_{Fa} = (i_{Fa}, i_{Fq}, i_{Fc})^T,
\]
\[
e_{abc} = (e_a, e_b, e_c)^T,
\]
\[
u_{abc} = (u_{Fa}, u_{Fq}, u_{Fc})^T.
\]
Using Park’s transformation to (19), the three-phase quanti-
ties are transformed into a synchronous rotating reference
frame. The general transformation matrix is
\[
C_{abc \rightarrow dq}(t) = \sqrt{3} \begin{bmatrix}
\cos \omega t & \cos \left( \omega t - \frac{2}{3} \pi \right) & \cos \left( \omega t + \frac{2}{3} \pi \right) \\
\sin \omega t & \sin \left( \omega t - \frac{2}{3} \pi \right) & \sin \left( \omega t + \frac{2}{3} \pi \right)
\end{bmatrix},
\] (27)
and
\[
C_{dq \rightarrow abc}(t) = C_{abc \rightarrow dq}^T(t).
\]
Then we obtain the transformed model in the syn-
chronous orthogonal rotating frame as follows:
\[
\begin{bmatrix}
i_{Fq} \\
i_{Fq}
\end{bmatrix} = A \begin{bmatrix}
i_{Fq} \\
i_{Fq}
\end{bmatrix} + B(\tau) \begin{bmatrix}
u_{Fq} (t - \tau) \\
u_{Fq} (t - \tau)
\end{bmatrix} + \begin{bmatrix}
e_d \\
e_q
\end{bmatrix},
\] (28)
where
\[
A = \begin{bmatrix}
\frac{R}{L} & \frac{\omega}{L} \\
\frac{\omega}{L} & -\frac{\omega}{L}
\end{bmatrix},
\]
\[
B(\tau) = \frac{1}{L} \begin{bmatrix}
\cos \omega \tau & -\sin \omega \tau \\
\sin \omega \tau & \cos \omega \tau
\end{bmatrix}.
\] (29)
Note that \( i_{Fq} = i_{Fq} + i_{Fq}, i_{Fq} = i_{Fq} + i_{Fq}, \)
then
\[
\begin{bmatrix}
i_{Fq} + i_{Fq} \\
i_{Fq} + i_{Fq}
\end{bmatrix} = A \begin{bmatrix}
i_{Fq} + i_{Fq} \\
i_{Fq} + i_{Fq}
\end{bmatrix} + B(\tau) \begin{bmatrix}
u_{Fq} (t - \tau) + u_{Fq} (t - \tau) \\
u_{Fq} (t - \tau) + u_{Fq} (t - \tau)
\end{bmatrix} + \begin{bmatrix}
e_d \\
e_q
\end{bmatrix},
\] (30)
where the fundamental frequency component of filter current
in the synchronous orthogonal rotating frame and the rele-
vant harmonic component are represented by \( i_{Fq}, i_{Fq}, i_{Fq}, \)
and \( i_{Fq}, i_{Fq}, i_{Fq} \) respectively. The other variables are similar.

Here the output voltage function of inverter is chosen as
\[
u_F = K_i \Phi + e,
\] (31)
where \( K > 0. \)
The system (30) is a linear system, so it satisfies superpo-
sition principle: The last equation can be rewritten as follows.
(1) Only consider the fundamental frequency component,
\[
u_F = \begin{bmatrix}
e_d \\
e_q
\end{bmatrix},
\] (32)
Then we obtain the transformed model in the syn-
chronous orthogonal rotating frame as follows:
\[
\nu_{Fq} = A \begin{bmatrix}
e_d \\
e_q
\end{bmatrix} + B(\tau) \begin{bmatrix}
u_{Fq} (t - \tau) \\
u_{Fq} (t - \tau)
\end{bmatrix} + \begin{bmatrix}
e_d \\
e_q
\end{bmatrix},
\] (33)
where the state variables are defined in (29).
(2) Only consider the harmonic frequency component.
\[
u_F = \begin{bmatrix}
e_d \\
e_q
\end{bmatrix},
\] (34)
The last equation above can be rewritten as
\[
\nu_F = \begin{bmatrix}
e_d \\
e_q
\end{bmatrix},
\]
where the state variables are defined in (29).
Then the two problems above can be dealt with by con-
verting them into the following optimization problems.

\[
A(x(t) + B(\tau) Kx(t - \tau) + w(t),
\]
(39)
where the state variable \( x(t) = \begin{bmatrix}
i_{Fq} \\
i_{Fq}
\end{bmatrix} \) and \( z(t) \) is the
controlled output. Matrix \( A, B(\tau), \) and \( w(t) \) are defined in (29)
and (38), \( C = \text{diag}(K_0 + R/L, K_0 + R/L) \) because of the big
disturbance \( w(t), \) and \( K_0 \) is a given constant.

Then the two problems above can be dealt with by con-
verting them into the following optimization problems.
**Problem 1.** If we only consider the stability of the APF system, delay stability margin can be solved as follows:

maximize $\tau$

subject to $\Omega < 0$ (Proposition 4),

$$P = P^T > 0, \quad Q = Q^T > 0,$$

$$Z = Z^T > 0, \quad \lambda = \gamma^2 > 0,$$

$$(S = S^T \geq 0, W = W^T \geq 0 \text{ for Proposition 4}).$$

(40)

**Problem 2.** For the given controller and time-delay $\tau$, the relationship between the time-delay and the controller performance can be described by the performance index $\gamma > 0$ as follows:

minimize $\lambda = \gamma^2$

subject to $\Omega < 0$ (Proposition 4),

$$P = P^T > 0, \quad Q = Q^T > 0,$$

$$Z = Z^T > 0, \quad \lambda = \gamma^2 > 0$$

$$(S = S^T \geq 0, W = W^T \geq 0 \text{ for Proposition 4}).$$

(41)

These convex optimization problems can be transformed into one of the basic problems of linear matrix inequality (LMI) and solved by using feas function.

### 4. Simulation Analysis

In this section, the two problems already mentioned will be discussed separately, and the MATLAB software is used as the simulation and calculation software. We assume that the three-phase source voltages are symmetrical. A typical three-phase rectifier is adopted as the nonlinear loads. In the filter side, $R = 0.2 \Omega$, $L = 7.5 \text{ mH}$, $K = 100$, and $f = 50 \text{ HZ}$; then $\omega = 2\pi f$ and $K_0 = 100$.

Figure 3 shows the simulation results of source current and its harmonic component when $K = 100$, and Figure 4 shows the simulation results when $K = 50$, under the circumstance of not taking the delay into account. From the comparison of Figures 3 and 4, we know that if the time-delay is omitted, the value of $K$ is bigger, the harmonic current is smaller, and the filtering action is better.

#### 4.1. The Analysis of Delay Stability Margin

Firstly, we only consider the stability by using the method in Problem 1 and then analysing the relationship between delay stability margin and some parameters.

#### 4.1.1. The Algorithm of Solving Delay Stability Margin

For any $\tau$ we can compute the result whether the subject conditions are satisfied, the maximum $\tau$ is what we need.

The basic steps are described as follows:

1. choose a computed precision $\epsilon$ and assign it to $\tau$ as its initial value;
2. check whether the LMIs are true. If true, jump to step (3); else stop;
3. if $\tau_a = \tau$, $\tau_b = 2\tau$, then $\tau$ gets its new value of $\tau_b$. Check the LMIs again until the result is false;
4. assign the value of $(\tau_a + \tau_b)/2$ to $\tau$ and check the LMIs. if it is true, $\tau_a = \tau$; else $\tau_a = \tau$ until $(\tau_b - \tau_a)/2 \leq \epsilon$;
5. here if the value of $\tau_a$ is the delay stability margin, then stop.
Taking the above example, for example, and $\varepsilon = 10^{-8}$, the delay stability margin is obtained by employing Propositions 3 and 4. The results are listed in Table 1.

Results in Table 1 show that the delay stability margin calculated by Proposition 4 is bigger ($114.73/105.43 \approx 1.0882$). In other word, the derived result by Proposition 4 is less conservative.

Then, the relationships between the delay stability margin and some other parameters will be investigated.

4.1.2. Delay Stability Margin with Parameter Variation. Firstly, $L = 7.5$ mH is fixed, the value of $K$ is increasing from 10 to 200 steadily, and the interval is 10. The results are shown in Figure 5 and Table 2 by using Proposition 4. When the other parameters are invariant and the value of $K$ is bigger, the filter action is better. However, the delay stability margin is smaller and is in approximate inverse proportion with $K$, so we can employ the fitted curve with an inverse proportion functional. The result is

$$\tau_{max} = \frac{0.01148}{K}, \quad (\text{if } L = 7.5 \text{ mH}). \quad (42)$$

The fitted values of some points are listed in Table 2. A good fit is obtained, with the mean deviation between the calculated and fitted values being less than 1%.

Secondly, $K = 100$ is fixed, the value of $L$ is increasing from 0.75 mH to 15 mH steadily, and the interval is 0.75 mH. Figure 6 shows the results. When the value of filter inductance is increasing, the delay stability margin is changing in approximate proportion, so there is a proportion functional to fit the calculated values. The result is

$$\tau_{max} = 0.01529 \cdot L, \quad (\text{if } K = 100). \quad (43)$$

The fitted values of some points are listed in Table 3. A good linear fit is also obtained, with the mean deviation between the calculated and fitted values being less than 1%.

Finally, the value of $K$ is increasing from 10 to 200 steadily and the interval is 10; at the same time, the value of $L$ is increasing from 0.75 mH to 15 mH steadily and the interval is 0.75 mH. The number of the group $(K, L)$ is 400. Noting (42) and (43), the estimated curve between the delay stability and the group $(K, L)$ is obtained as follows:

$$\tau_{max} = \alpha \cdot \frac{L}{K}, \quad (44)$$

where the value of $\alpha$ is 1.5298 for Proposition 4 and 1.4057 for Proposition 3.

Taking the calculated and estimated values by using Proposition 4; for example, there are ten typical groups listed in Table 4, where $(a, b)$ stands for the group $(\alpha \cdot K0, b \cdot L0)$, and $K0 = 10$, $L0 = 0.75$ mH. The estimated values are very close to the calculated values, and the mean deviation of them is less than 1%.

4.2. The Relationship between the Time-Delay and the Controller Performance. The relationship can be described by
the performance index $\gamma$, and the derived method has been shown in Problem 2. Similar to the procedure of the delay stability margin, we define $\eta = 1/\lambda = 1/\gamma^2$ then we can obtain the minimum performance index $\gamma$ by maximizing the scalar $\eta$ in the given time-delay and controller.

We consider the three kinds of case: without time-delays, a smaller time-delays and a bigger time-delay, that is, $\tau = 0 \mu s$, $\tau = 20 \mu s$, and $\tau = 80 \mu s$. The results are shown in Figure 7 by using Proposition 4 because of the less conservatism, and $K$ is increasing from 10 to 140 steadily and the interval is 10 for each given time-delay. Similarly, we choose three different gains $K$ to describe the relationship between the time-delay and the performance in Figure 8.

It can be seen from Figure 7 that when there is no time-delay on input; that is, $\tau = 0 \mu s$, the performance is better as the increase of $K$. The result is similar to the smaller time-delay. However, when the given time-delay is near to delay stability margin, in other words, the time-delay is bigger, the performance is worse than the middle value of $K$, so a bigger gain is not necessary for a serious time-delay. From Figure 8 we can obtain the similar results. Besides, it is observed clearly that the performance is worse as the increase of the time-delay for all gains and the influence for a small gain is less than the one for a big gain.

5. Conclusion

This paper has investigated the delay-dependent stability of APF and the influence on the performance in considering time-delay. After preliminary analysis of the relationships between the delay stability margin and some other parameters, the result can be estimated by (44) and the estimated values show good agreement with the calculated values. How to obtain a bigger value of $\alpha$ in (44) will be further considered. The delay stability margin can be used as a design objective to guide the selection of different parameters. The time-delay is common in practical applications, and it cannot be predicted 100 percent true, so it is necessary to research the influence.

Figure 7: The relationship between the gain $K$ and the performance.

Figure 8: The relationship between the time-delay and the performance.

When the actual time-delay is small, a bigger gain can be chosen to get a good performance. Otherwise, a middle gain can be chosen for a bigger time-delay.
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