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Abstract. 
A precise auto-update threshold algorithm (AUTA) which imitates the short-term memory of human brain is proposed to search singularities in pipeline pressure signal. According to the characteristics of the pressure signal, the pressure can be divided into two states known as nonsteady state and steady state. The AUTA can distinguish these two states and then choose corresponding method to calculate the dynamic thresholds of pressure variation in real time. Then, the parameters of AUTA are analyzed to determine their values or ranges. Finally, in the simulations to the actual pressure signal from oil pipelines, we verified the effectiveness of AUTA in estimating the dynamic threshold value of pressure.


1. Introduction
  Pipeline transportation is the fifth transport style following the road, water, rail, and air, and that is the main means for the transportation of oil and gas. Take China as an example, pipeline has transmitted more than 70% of oil and 99% natural gas transportation [1].
There are two class researches on pipeline transportation, one is the running control of pipeline [2–7], and the other is running security. We focus on the security of pipeline in the paper. The leakage due to theft, corrosion, and natural disasters is the main security problem of the pipeline transportation. There are few analysis methods to real time find leakage of pipeline, in which pressure analysis is the primary analysis method. Literature [8] proposed the leak analysis method of wavelet and the maximum likelihood statistic. Reference [9, 10] found the leak points according to wavelet transformation of the pressure signals which improved the accuracy of leak location. In Reference [11], according to the time-domain characteristics, a new fuzzy classifier finding leakage was training by the signals of flow, pressure, and temperature. Reference [12] applied historical pressure to train BP neural network weights and then completed the pipeline real-time leak detection by neural network. Reference [13, 14] used expert systems to further enhance the robustness and accuracy of pipeline leak detection. Reference [15] employed the supervisory control and data acquisition (SCADA) system with object linking and embedding for process control (OPC) interface to collect data from multisensor, then designed a real-time pipeline leaks fault diagnosis method based on a comprehensive analysis of the data; the SCADA can detect leakage of 1% flow and the location error is less than 0.98% of the total length of pipeline. All previously mentioned methods are named as pressure-wave analysis method (PWAD).
PWAD has been widely studied and applied. However, there are two shortcomings that limited the application of PWAD in real-time leak detection. First, many methods in PWAD, such as wavelet, would produce large amounts of false alarms because they are hard to distinguish the signal changes caused by leak from noise in the pipeline system. Second, some methods in PWAD, like neural network, are not ideal for processing pressure signal in real-time just due to the time consuming fact. To overcome the two shortcomings of PWAD, we have to find the pressure abnormal signal before applying PWAD. In other words, we need to set accuracy threshold to tell pressure changes from noise while minimizing the number of the false tell. It is easy to judge this kind of change when large leakage happens, but hard to distinguish leak from noise when weak leakage happens. It is an effective way to find leakage of pipeline transportation through detecting the changes of pressure state. However, it is hard to inspect the accurate change of pressure in practice because of the dynamic noise in pressure.
Some researches improved this situation by adding a threshold. The classic methods of threshold include fixed threshold and root-mean-square (AUTA) [16–20]. These two methods are simple and rapid, but their level of accuracy is low. Therefore, there are some cognitive methods of threshold setting been proposed. Chang et al. [21] adopted genetic algorithm to yield threshold, then applied an artificial neural network model to forecast the future trading signals. Pendharkar [22] proposed a bisection method for varying classification threshold value for cost sensitive neural network learning. Matsuda and Yamaguchi [23] proposed an adaptive threshold for joint approximate diagonalization under a probabilistic framework. This method is assumed that the errors in nondiagonal elements in cumulant matrices are given by the exponential distribution. Reference [24] used information entropy-based dynamic threshold to improve the performance of artificial immune algorithm. Reference [25] proposed threshold measurement method based on dynamic neural network models. Reference [26] used unbiased expert system to determine an accurate threshold. The previous cognitive algorithms of threshold setting are accurate but not suitable for real-time computation because of lots of computation.
To our knowledge, few researches focus on the threshold of pressure signal. And it is a key part to find the optimal threshold for the pipeline pressure signal. Therefore, the AUTA that imitates the short-term memory of human brain is proposed according to the characters of noise in pressure signal. In AUTA, the maximum values and minimum values of pressure signal in short term are recorded, which is used for threshold of next short term. In the course of recording, some parameters are auto updated that guarantee the validity of threshold. These parameters can be self-adaption even if the amplitude of noise changes because they are chosen by the noise frequency. The AUTA can adapt the change of noise rapidly and accuracy, which is suitable for dealing real-time pressure signal.
2. Problem Descriptions 
Typically, threshold of pressure signal is fixed value. Due to the changeable state of pressure, the fixed threshold is hard to approximate/stand for the actual situation long-timely and accurately. Figures 1 and 2 are the pipeline pressure at stopping operating condition and running operating condition, respectively. We apply the standard deviation to characterize the data of the previous two cases. The results are 2.1548e-004 and 6.1962e-004, respectively, which represents the noise level. In other words, the noise level at running operating condition is almost trebled (the actual is 2.9 times) than that at stopping operating condition. Besides, when the working conditions change, the noise also varies.


	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


	
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
	


	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
	
	
		
		
	
	
		
	
	
		
	

Figure 1: Pressure data of transportation pipeline at stop operational state.




	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	

Figure 2:   Pressure data of transportation pipeline at running operational state.


Therefore, judging pressure singularities at different work conditions with a fixed threshold will lead to mistaken judgment or decreased judgment sensitivity, which makes it difficult for the following pressure data to be processed. If we can track pressure noise level real time by some means and calculate the dynamic threshold along with it, then we can solve the drawback which the fixed threshold brings. 
3. Auto-Update Algorithm for Singularity Threshold of Pressure
  Based on the analysis of large amount of pressure data, we found that the threshold of pressure signal is only relevant to previous pressure data. Therefore, we designed AUTA that could imitate the mechanism of cognizance and short-term memory of human brain.
The AUTA is described as follows.
Step 1. (1)Initialize the pressure threshold 
	
		
			

				𝐸
			

		
	
. The threshold 
	
		
			

				𝐸
			

		
	
 is dynamic, which can update automatically in real time. A proper initial value of 
	
		
			

				𝐸
			

		
	
 can eliminate the impact of noise on the threshold to a certain degree. The physical meaning of 
	
		
			

				𝐸
			

		
	
 indicates the peak of a period of pressure data. The initial value of 
	
		
			

				𝐸
			

		
	
 should be set a little larger. Otherwise, it will cause false judgment of pressure state, which may lead to failure application of the later algorithm. During the operation of AUTA, 
	
		
			

				𝐸
			

		
	
 will decrease rapidly. It is usually set to 1% of the amplitude of the normal pressure. For example, if the normal pressure amplitude is 1 Mpa, then 
	
		
			

				𝐸
			

		
	
 should be set to 0.01 Mpa.(2)Initialize 
	
		
			

				𝑆
			

		
	
. 
	
		
			

				𝑆
			

		
	
 controls the switch of AUTA between stable and unstable pressure state.(3)Set two counters, 
	
		
			
				𝑐
				1
			

		
	
 and 
	
		
			
				𝑐
				2
			

		
	
. 
	
		
			
				𝑐
				1
			

		
	
 is the counter of stable state of pressure signal, and the initial value is set to 0; 
	
		
			
				𝑐
				2
			

		
	
 is the counter of unstable state of pressure signal, and the initial value is also set to 0. Generally, the sampling frequency of pressure signal is 1 Hz, and we set 1 second as the count interval for 
	
		
			
				𝑐
				1
			

		
	
 and 
	
		
			
				𝑐
				2
			

		
	
.
Step 2. Calculate the absolute difference of the current moment 
	
		
			

				𝐸
			

		
	
 with that of previous moment to judge whether the pressure is stable. When the pressure is stable, the noise in pressure is small and stable. In this case, fast method is chosen to obtain the real-time threshold. Otherwise, we need more operations to avoid the wrong setting of threshold value. The details are as follows.
Suppose that 
	
		
			
				𝑋
				=
				{
				𝑥
				(
				𝑛
				−
				𝑘
				+
				1
				)
				,
				𝑥
				(
				𝑛
				−
				1
				)
				,
				…
				,
				𝑥
				(
				𝑛
				)
				}
			

		
	
 is pressure data used to judge the pressure state, where 
	
		
			
				𝑥
				(
				𝑛
				)
			

		
	
 represents data values of the current moment, 
	
		
			
				𝑥
				(
				𝑛
				−
				1
				)
			

		
	
 represents data values of previous moment, and 
	
		
			

				𝑘
			

		
	
 is the length of the data segment.
Then, 
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				)
			
 		
	

	
		
			
				|
				|
				𝛿
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				𝑋
			

			

				1
			

			

				−
			

			
				
			
			

				𝑋
			

			

				0
			

			
				|
				|
				,
			

		
	

					where 
						
	
 		
 			
				(
				2
				)
			
 		
	

	
		
			
				
			
			

				𝑋
			

			

				0
			

			
				=
				𝑥
				(
				𝑛
				)
				+
				𝑥
				(
				𝑛
				−
				1
				)
				+
				⋯
				+
				𝑥
				(
				𝑛
				−
				𝑚
				+
				1
				)
			

			
				
			
			
				𝑘
				/
				2
			

		
	

					represents average of 
	
		
			
				𝑘
				/
				2
			

		
	
 data at the end of the data segment 
	
		
			

				𝑋
			

		
	
;
						
	
 		
 			
				(
				3
				)
			
 		
	

	
		
			
				
			
			

				𝑋
			

			

				1
			

			
				=
				𝑥
				(
				𝑛
				−
				𝑘
				+
				1
				)
				+
				𝑥
				(
				𝑛
				−
				𝑘
				+
				2
				)
				+
				⋯
				+
				𝑥
				(
				𝑛
				−
				𝑘
				+
				𝑚
				)
			

			
				
			
			
				𝑘
				/
				2
			

		
	

					represents average of 
	
		
			
				𝑘
				/
				2
			

		
	
 data at the beginning of the data segment 
	
		
			

				𝑋
			

		
	
.
If 
	
		
			
				𝑑
				>
				𝑆
			

		
	
, it means that pressure is unstable; go to Step 3.
If 
	
		
			
				𝑑
				<
				𝑆
			

		
	
, it means that pressure is stable; go to Step 6.
Step 3.  Empty all data of 
	
		
			

				𝑋
			

		
	
, and set counter 
	
		
			
				𝑐
				1
				=
				0
			

		
	
. The reason to do so is that when the switch form stable state to unstable state happens, the existed data segment 
	
		
			

				𝑋
			

		
	
 will result in abnormal larger threshold value which will make 
	
		
			

				𝐸
			

		
	
 fail to adjust itself with the noise change.
Then, record unstable pressure data in another data-array 
	
		
			

				𝑌
			

		
	
,  and counter 
	
		
			
				𝑐
				2
			

		
	
 is the length of 
	
		
			

				𝑌
			

		
	
.
Step 4.  If 
	
		
			
				𝑐
				2
			

		
	
 does not reach the setting value yet, go to Step 2. The larger setting of 
	
		
			
				𝑐
				2
			

		
	
 will lose the real-time capability and the smaller setting of 
	
		
			
				𝑐
				2
			

		
	
 will lose the learning capability. The setting procedure of 
	
		
			
				𝑐
				2
			

		
	
 will be discussed in detail in Section 4.
If 
	
		
			
				𝑐
				2
			

		
	
 reaches the setting value, we transform data-array 
	
		
			

				𝑌
			

		
	
 by discrete-wavelet transformation and put low frequency information of the transformation into array 
	
		
			

				𝐴
			

		
	
. Then, let 
	
		
			
				𝑋
				=
				𝑌
				−
				𝐴
			

		
	
, where 
	
		
			

				𝑋
			

		
	
 is noise information. Figure 3 shows the relations among 
	
		
			

				𝑌
			

		
	
, 
	
		
			

				𝐴
			

		
	
, 
	
		
			

				𝑋
			

		
	
, where the mother wavelet is “db3” 
	
		
			

				𝐴
			

		
	
 is the low frequency information after five layers decomposition. The procedure is to give the low frequency approximation of the unstable pressure by wavelet. Then, go to Step 5.


	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
	
	
	
		
	
		
	
		
	
		
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
	
	
	
	
		
	
		
	
		
	
		
	
	
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
	
		
	
	
		
	
	
		
	
		
	
		
	
		
	
		


	
		
	


	
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
	


	
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
	


	
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
		
		
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
	


	
		
	


	
		
		
		
		
		
	


	
		
	


	
		
	


	
		
	
	
		
	


	
		
	
	
		
		
	
	
		
	
	
		
	













Figure 3: The calculating procedure of noise information (
	
		
			

				𝑋
			

		
	
).


Step 5.  Calculate 
	
		
			

				𝑃
			

		
	
 which is the difference of maximum and minimum values of 
	
		
			

				𝑋
			

		
	
; namely, 
	
		
			
				𝑃
				=
				m
				a
				x
				(
				𝑋
				)
				−
				m
				i
				n
				(
				𝑋
				)
			

		
	
. If 
	
		
			
				𝑃
				>
				𝐸
			

		
	
, then let 
	
		
			
				𝐸
				=
				𝑃
			

		
	
, and 
	
		
			
				𝑐
				2
				=
				0
			

		
	
. Go to Step 2.
When the pressure is unstable, stop calculating 
	
		
			

				𝑃
			

		
	
. Only after 
	
		
			

				𝑋
			

		
	
 is filled with data or unstable state is over, 
	
		
			

				𝑃
			

		
	
 is calculated. This is because the wavelet algorithm needs a segment of data; otherwise, frequent calculation will decrease the real-time capability of calculating threshold.
Step 6.  Calculate the other extreme value 
	
		
			

				𝑝
			

		
	
 (
	
		
			
				𝑝
				=
				m
				a
				x
				(
				𝑋
				)
				−
				m
				i
				n
				(
				𝑋
				)
			

		
	
) of 
	
		
			

				𝑋
			

		
	
, then compare 
	
		
			

				𝑝
			

		
	
 with the existing threshold 
	
		
			

				𝑃
			

		
	
. If 
	
		
			
				𝑃
				<
				𝑝
			

		
	
, replace 
	
		
			

				𝑃
			

		
	
 by 
	
		
			

				𝑝
			

		
	
; Conversely, do nothing.
The reason for calculating 
	
		
			

				𝑝
			

		
	
 firstly rather than 
	
		
			

				𝑃
			

		
	
 is that can improve timeliness of acquiring the threshold in stable state.
Step 7.  Determine whether 
	
		
			
				𝑐
				1
			

		
	
 reaches the setting value. When the update-time arrives, then the algorithm assigns 
	
		
			

				𝑃
			

		
	
 to 
	
		
			

				𝐸
			

		
	
 and clear the counter 
	
		
			
				𝑐
				1
			

		
	
 (
	
		
			
				𝑐
				1
				=
				0
			

		
	
), then go back to Step 2.

	
		
			
				𝑐
				2
			

		
	
 is the time counter that imitates the recognition and memory of human beings. AUTA will find the extreme value in 
	
		
			
				𝑐
				2
			

		
	
 and set it as the new threshold meanwhile disposing the old one.
The overall flowchart of the algorithm is shown in Figure 4.






	
		
		
			
		
	






	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	




	
		
		
			
		
	


	
		
		
			
		
	







	
		
		
			
		
	


	
		
		
			
		
	




	
		
		
			
		
	



	
		
		
			
		
	


	
		
		
			
		
	



	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	



	
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
	
	
		
	


	
		
		
		
		
		
		
		
		
	
	
		
	


	
		
	
	
		
	
	
		
		
		
		
		
		
		
		
	


	
		
	
	
		
	
	
		
		
		
		
		
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
		
		
		
		
		
		
		
	
	
		
	
	
		
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
		
		
		
		
		
		
		
		
	
	
		
	
	
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
	
	
		
	
	
		
		
	
	
		
	


	
		
	
	
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
	
	
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	



Figure 4: Flow chart of auto-update of threshold of pressure data.


4. Settings of Algorithm Parameters
The parameters of AUTA include 
	
		
			

				𝑆
			

		
	
, 
	
		
			

				𝑘
			

		
	
, counter parameters, and the boundary of 
	
		
			

				𝐸
			

		
	
 mentioned in Section 2. These four parameters play a key role in calculating pressure threshold accurately. Next, we will discuss how to select values of these parameters.
4.1. Parameter 
	
		
			

				𝑆
			

		
	


	
		
			

				𝑆
			

		
	
 can judge whether the operation of pipeline is adjusting. When operation of pipeline is adjusting, AUTA will not calculate threshold value. Otherwise, threshold deviating from real value will lead to omission of abnormal pressure. The effectiveness of 
	
		
			

				𝑆
			

		
	
 on AUTA can be demonstrated by a simulation. Figures 5 and 6 show the dynamic threshold curves of normal pressure data and abnormal pressure data as 
	
		
			
				𝑆
				=
				0
				.
				0
				0
				1
			

		
	
, 
	
		
			
				𝑆
				=
				0
				.
				0
				0
				5
			

		
	
, and 
	
		
			
				𝑆
				=
				0
				.
				0
				1
			

		
	
, respectively. The average values of the corresponding threshold are 0.0043, 0.0054, and 0.0057, respectively. From the figure, we can see that when 
	
		
			
				𝑆
				=
				0
				.
				0
				0
				1
			

		
	
, the threshold update automatically but slowly, and it is difficult to track changes of the threshold in real time; when 
	
		
			
				𝑆
				=
				0
				.
				0
				1
			

		
	
, real-time tracking performs well, but it leads to a bigger average threshold and sensitivity decrease; when 
	
		
			
				𝑆
				=
				0
				.
				0
				0
				5
			

		
	
, real-time tracking capability and sensitivity of the threshold are both in a better level. We found that it is ideal to set the value to 0.5% of the average of a stable pressure from repetitious times of experiments. Therefore, during the practical application, 
	
		
			

				𝑆
			

		
	
 is often set to 0.5% of the normal pressure.












	















	















	















	



	
		
		
		
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
		
	


	
		
	


	
		
		
		
		
	


	
		
		
		
		
		
	


	
		
	


	
		
		
		
		
	


	
		
		
		
		
		
	


	
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
			
		
		
			
		
		
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	
	
		
			
		
		
			
		
		
			
			
			
			
			
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	
	
		
			
		
		
			
		
		
			
			
			
			
		
	

Figure 5: The comparison of different 
	
		
			

				𝑆
			

		
	
 at normal pressure state.




	
		
		
		
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
	


	
		
	


	
		
		
		
		
	


	
		
		
		
		
		
	


	
		
	


	
		
		
		
		
	


	
		
		
		
		
		
	


	
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
			
		
		
			
		
		
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	
	
		
			
		
		
			
		
		
			
			
			
			
			
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	
	
		
			
		
		
			
		
		
			
			
			
			
		
	


	
	
	
	
	
	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	
	
	
	


	
		
	
	
		
		
	
	
		
	
	
		
	

Figure 6: The comparison of different 
	
		
			

				𝑆
			

		
	
 at abnormal pressure state.


4.2. The Length of Data Segment 
	
		
			

				𝑘
			

		
	


	
		
			

				𝑘
			

		
	
 controls the length of the data segment 
	
		
			

				𝑋
			

		
	
. The length of the 
	
		
			
				𝑘
				/
				2
			

		
	
 data can judge whether the pressure is adjusting or not; so, its value should be the least common multiple of the contained noise cycle. As in practical applications, it is difficult to accurately determine all of the frequency of noise; so, the value is equal to the maximum cycle length of the noise. In actual situations, the measured cycle noise is 0.01 Hz in frequency, its cycle period is 100 seconds, and then we have 
	
		
			
				𝑘
				/
				2
				=
				1
				0
				0
			

		
	
, and 
	
		
			
				𝑘
				=
				2
				0
				0
			

		
	
.
4.3. The Setting of the Counters 
	
		
			
				𝑐
				1
			

		
	
 and 
	
		
			
				𝑐
				2
			

		
	

Counter selection should also comply with certain rules. The pressure recorded by the counters can be real-time response to changes of the pressure state on the one hand. On the other hand, it would not update the threshold frequently as far as possible, otherwise, it will increase the amount of computation of AUTA. Then, the value should be the greatest common divisor of all noise cycle to meet the previous conditions; In practice, it is difficult to find all the periodic noise as mentioned earlier. Figure 7 depicts the corresponding pressure threshold curves when tested by different counter 
	
		
			
				𝑐
				1
			

		
	
, 
	
		
			
				𝑐
				2
			

		
	
 values. The simulation figure shows that the average threshold rises at the beginning and declines when the setting value is set to be more than 20 seconds. Based on actual data test, it is appropriate to set the counter setting value to 20 seconds.


	
	
	
	
		
	
	
	
	
	
		
	
	
	
	
	
	
	
	
		
	
	
	
		
	
	
		
	
	
		
	
	


	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
		
	
	


	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
		
	
	


	
		
		
		
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
	


	
		
	


	
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
	
	
		
		
	
	
		
	


	
		
	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
	
	
		
		
		
	
	
		
	

Figure 7: The comparison at different counter values.


4.4. Threshold 
	
		
			

				𝐸
			

		
	

Pressure threshold 
	
		
			

				𝐸
			

		
	
 can automatically update according to the characters of pressure. However, in order to prevent incapable-receiving data or overlooking the fluctuation of pressure, 
	
		
			

				𝐸
			

		
	
 must automatically update within a certain range. For example, if no pressure data was acquired, then it will make 
	
		
			

				𝐸
			

		
	
 equal to 0 which will cause AUTA generating false judgments. If data is acquired with an exceptional pressure, then it will make 
	
		
			

				𝐸
			

		
	
 larger than its real value, which will cause omission within a period of time. Therefore, the boundary of 
	
		
			

				𝐸
			

		
	
 is set to 0.1%−1% of the normal pressure in this paper. For instance, if normal pressure is 1 Mpa, 
	
		
			

				𝐸
			

		
	
 will range from 0.001 to 0.01.
5. Simulation and Validation
5.1. Performance of Different Methods
A real pressure dataset was used to verify the performance of the fixed threshold, RMS, and AUTA. The value of fixed threshold was set as 1.03. RMS shareed the same architecture with AUTA. The initialization values of AUTA, and RMS were  
	
		
			
				𝑆
				=
				0
				.
				0
				0
				4
				5
			

		
	
; 
	
		
			
				𝑘
				=
				2
				0
				0
			

		
	
 and the counters 
	
		
			
				𝑐
				1
			

		
	
 and 
	
		
			
				𝑐
				2
			

		
	
 were both set to 20 seconds, and boundary of 
	
		
			

				𝐸
			

		
	
 ranges from 0.0001 to 0.01. The result is shown in Figure 8. We notice that the fixed threshold algorithm cannot catch the first two pressure singularity. With cost of sensitivities, fixed threshold algorithm can catch all the abnormal points by decreasing the fixed value which is not appropriate when the pressure changes frequently and drastically. The standard deviation of RMS is 0.0021, and its variance is 0.0029. The standard deviation of AUTA is 0.0017, and its variance is 0.0025. The time is 0.2 second for RMS and 0.11 second for AUTA, respectively. Thus, we know that AUTA is more accurate and faster. 



	



	
	
	



	
	
	



	
	
	



	
	
	



	
	
	
	



	
	
	
	



	
	
	
	



	
	
	
	


	
	
	
	


	
	
	


	
	
	


	
	
	


	
	
	


	
	
	







	



	
	
	


	
	
	



	
	


	
	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


	
		


	
	
	
	
	
	
	
	
	
	
	
	
	
	



	
	
	
	
	
	
	
	



	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	
	
	
	
	
	
	


Figure 8:   The comparison of performance of different methods.


5.2. Simulation without Miss Judgements
 We chose a large scale pressure signal from product pipeline in North China to test the performance differences among these methods, in which the sampling frequency is 1 Hz and the number of singularity is 34. The pressure signal was plot as Figure 9.


	



	
	
	
	



	
	
	
	



	
	
	
	



	
	
	
	



	
	
	
	
	



	
	
	
	
	



	
	
	
	
	



	
	
	
	
	


	
	
	
	
	


	



	
	
	


	
	
	


	
	
	



	




	



	


	
	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	
	
	
	
	

Figure 9: The tendency chart of pressure signal which is used to simulate.


Set the parameters to ensure there was no miss judgement in AUTA, RMS, and fixed threshold. The maximum threshold value for fixed threshold was 0.1 in step of 0.0001. The suitable value of fixed threshold was 0.0012. The initialization values of AUTA and RMS were  
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				𝐸
			

		
	
 ranged from 0.00085 to 0.0085, reducing the counter value in step of 1 second until all the singularity was found out. Table 1 shows the time of the three algorithms consumed at the state of all parameters optimized. The false reporting indicates the number of false judgements. The average deviation indicates the average deviation of every methods. The results show that fixed threshold can not be put into application because of its 68 times of false judgements, when compared with 18 times in RMS and 5 times in AUTA. And the rate of AUTA is only 12.82%. The test shows that RMS and fixed threshold value could not follow with the trend of signals by decreasing the threshold value. The computation complexity of AUTA is more than fixed threshold and much less than RMS.  
Table 1: Performance of different methods without miss judgements. 
	

	  Items 	 Fixed 	 RMS 	 AUTA 
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5.3. Simulation without False Judgements
This simulation used the same data as Section 5.2. First, search the parameters to ensure there was no false judgement in AUTA, RMS, and fixed threshold. The initialization values  of AUTA and RMS were  
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 ranged from 0.00085 to 0.0085. Record the counter value in step of 1 second before the first false alarm coming. The results are shown in Table 2. From this simulation, AUTA performs best with the rate of false alarm of 6.25 while that of fixed threshold is up to 50. The consumed time relation is fixed threshold 
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 threshold.  
Table 2: Performance of different methods without false judgements. 
	

	  Items 	 Fixed 	 RMS 	 AUTA 
	

	 Time consumed (S)	 0.523 	 2.46 	 1.18 
	 False reporting	 17 	 7 	 2 
	 Average deviation 	
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5.4. Application
 In May 2012, AUTA has been applied in the oil pipeline network in North China for inspecting leak. The network consists of 23 segments and a total length of 2100 kilometers. The running pressure value ranged from 0.1 Mpa to 8 Mpa. During application of four months, the accuracy of the alarm reports of the detection system increases 17% by AUTA.
6. Conclusion 
This paper proposes an auto-update algorithm for abnormal pressure threshold, called AUTA, which divides the calculation of the threshold into stable and unstable cases to ensure timeliness and sensitivity of the threshold. Then, the selection principles of the various parameters in AUTA are analyzed. The simulations show that this algorithm can provide an effective and real-time threshold for judgment of abnormal pressure. In future work, we can further apply other methods, like fuzzy [27, 28], ELM [29, 30], SVM [31, 32], and fault diagnosis technologies [33], to diagnose and locate leak points.
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