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Abstract. 
The compound binomial insurance risk model is extended to the case where the premium income process, based on a binomial process, is no longer a constant premium rate of 1 per period and insurer pays a dividend of 1 with a probability 
	
		
			

				𝑞
			

			

				0
			

		
	
 when the surplus is greater than or equal to a nonnegative integer 
	
		
			

				𝑏
			

		
	
. The recursion formulas for expected discounted penalty function are derived. As applications, we present the recursion formulas for the ruin probability, the probability function of the surplus prior to the ruin time, and the severity of ruin. Finally, numerical example is also given to illustrate the effect of the related parameters on the ruin probability.


1. Introduction
 The classical compound binomial insurance risk model is a discrete time risk process with the following features. The premium received in each period is 
	
		
			

				1
			

		
	
. The number of claims is regulated by a binomial process 
	
		
			
				𝑁
				(
				𝑡
				)
				,
				𝑡
				=
				0
				,
				1
				,
				2
				,
				…
			

		
	
. In any time period, the probability of a claim is 
	
		
			

				𝑝
			

		
	
  
	
		
			
				(
				0
				<
				𝑝
				<
				1
				)
			

		
	
, and the probability of no claim is 
	
		
			
				𝑞
				=
				1
				−
				𝑝
			

		
	
. We assume that claims occur at the end of the period and denote by 
	
		
			

				𝜉
			

			

				𝑡
			

			
				=
				1
			

		
	
 the event where a claim occurs in the time period 
	
		
			
				(
				𝑡
				−
				1
				,
				𝑡
				]
			

		
	
 and denote by 
	
		
			

				𝜉
			

			

				𝑡
			

			
				=
				0
			

		
	
 the event where no claim occurs in the time period 
	
		
			
				(
				𝑡
				−
				1
				,
				𝑡
				]
			

		
	
. Then 
	
		
			
				∑
				𝑁
				(
				𝑡
				)
				=
			

			
				𝑡
				𝑘
				=
				1
			

			

				𝜉
			

			

				𝑘
			

		
	
 for 
	
		
			
				𝑡
				≥
				1
			

		
	
 and 
	
		
			
				𝑁
				(
				0
				)
				=
				0
			

		
	
. The individual claim amounts 
	
		
			

				𝑋
			

			

				1
			

			
				,
				𝑋
			

			

				2
			

			
				,
				𝑋
			

			

				3
			

			
				,
				…
			

		
	
 are independent, identically distributed (i.i.d.) positive integer-valued random variables with distribution 
	
		
			
				𝐹
				(
				𝑥
				)
				=
				1
				−
			

			
				
			
			
				𝐹
				(
				𝑥
				)
				=
				P
				r
				(
				𝑋
				≤
				𝑥
				)
			

		
	
 and probability function 
	
		
			
				𝑓
				(
				𝑥
				)
			

		
	
 with finite mean 
	
		
			

				𝜇
			

		
	
. They are independent of the binomial process 
	
		
			
				{
				𝑁
				(
				𝑡
				)
				}
			

		
	
. For 
	
		
			
				𝑡
				=
				1
				,
				2
				,
				…
			

		
	
, the surplus at time 
	
		
			

				𝑡
			

		
	
 is 
						
	
 		
 			
				(
				1
				)
			
 		
	

	
		
			
				𝑈
				(
				𝑡
				)
				=
				𝑢
				+
				𝑡
				−
			

			

				𝑡
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑋
			

			

				𝑘
			

			

				𝜉
			

			

				𝑘
			

			

				,
			

		
	

					where 
	
		
			
				𝑈
				(
				0
				)
				=
				𝑢
				>
				0
			

		
	
 is the initial surplus. The risk model (1) was first proposed by Gerber [1] and has been further studied by many authors during the last few years. See, for example, Shiu [2], Willmot [3], and Dickson [4].


Recently, Gerber and Shiu [5] introduced a discounted penalty function with respect to the time of ruin, the surplus immediately before ruin, and the deficit at ruin, which has been proven to be a powerful analytical tool. Some related results can be found in Cheng et al. [6], Lin et al. [7], Wang and Wu [8], Wang et al. [9], and Willmot and Wood [10]. For the compound binomial model, Tan and Yang [11] consider the risk model (1) modified by the inclusion of dividends and derive recursion formulas and an asymptotic estimate for the ruin probability, the probability function of the surplus prior to the ruin time, and the severity of ruin, and so forth. Landriault [12] considers the compound binomial model with a multithreshold dividend structure and randomized dividend payments. Using the roots of a generalization of Lundberg's fundamental equation and the general theory of difference equations, he derives an explicit expression for the Gerber-Shiu discounted penalty function with any initial surplus. This result generalizes the main result of Tan and Yang [11]. Fang et al. [13] extend the risk model (1) to the case where the premium income process, based on a binomial process, is no longer a linear function and examine the expected discounted value of a penalty at ruin, which is considered as a function of the initial surplus. Li [14] studies the moments of the present value of total dividend payments in the compound binomial risk model in the presence of a constant dividend barrier and stochastic interest rates. Some recent developments about compound binomial model can be found in Yuen and Guo [15], Liu and Zhao [16], Yu et al. [17], Hao and Yang [18], Tan and Yang [19], and Bao and Liu [20].
In this paper, motivated by the work of Tan and Yang [11] and Fang et al. [13], we consider the compound binomial model (1) modified by the inclusion of dividends and the stochastic premium income. We assume that the stochastic premiums are received at the beginning of each time period. It is no longer a constant premium rate of 1 per period but another binomial process with parameter 
	
		
			

				𝑝
			

			

				1
			

			
				(
				0
				≤
				𝑝
			

			

				1
			

			
				<
				1
				)
			

		
	
, independent of 
	
		
			
				{
				𝑁
				(
				𝑡
				)
				,
				𝑡
				=
				0
				,
				1
				,
				2
				,
				…
				}
			

		
	
 and 
	
		
			
				{
				𝑋
			

			

				𝑘
			

			
				,
				𝑘
				=
				1
				,
				2
				,
				…
				}
			

		
	
. In addition, we suppose that the insurer will pay a dividend of 1 with a probability 
	
		
			

				𝑞
			

			

				0
			

			
				(
				0
				≤
				𝑞
			

			

				0
			

			
				<
				1
				)
			

		
	
 in each time period if the surplus is greater than or equal to a nonnegative integer 
	
		
			

				𝑏
			

		
	
 at the beginning of the period. It implies that the randomized dividend payments will only possibly occur at the beginning of each period, right after receiving the stochastic premium payment. We will derive the recursion formulas for the expected discounted penalty function, the ruin probability, the probability function of the surplus prior to the ruin time and the severity of ruin.
The rest of the paper proceeds as follows. In Section 2, the risk model is introduced. In Section 3, the recursion formulas for the expected discounted penalty function associated with the time of ruin when the discount factor 
	
		
			
				𝑣
				=
				1
			

		
	
 are derived. As applications, in Section 4, we give the recursion formulas for the ruin probability, the probability function of the surplus prior to the ruin time, and the severity of ruin. Finally, a numerical example is also given to illustrate the effect of parameters on the ruin probability.
2. The Risk Model
 In this section, we consider a discrete time risk process based on the compound binomial model, which is the extension of the work of Tan and Yang [11]. The surplus process is given by 
						
	
 		
 			
				(
				2
				)
			
 		
	

	
		
			
				𝑈
				(
				𝑡
				)
				=
				𝑢
				+
				𝑀
				(
				𝑡
				)
				−
				𝑍
			

			

				𝑡
			

			
				−
				𝑆
			

			

				𝑡
			

			
				,
				𝑡
				=
				0
				,
				1
				,
				2
				,
				…
				,
			

		
	

					where 
	
		
			

				𝑆
			

			

				𝑡
			

		
	
 is defined as 
	
		
			

				∑
			

			
				𝑡
				𝑘
				=
				1
			

			

				𝑋
			

			

				𝑘
			

			

				𝜉
			

			

				𝑘
			

		
	
, for 
	
		
			
				𝑡
				≥
				1
			

		
	
 and 
	
		
			

				𝑆
			

			

				0
			

			
				=
				0
			

		
	
. The binomial process 
	
		
			
				{
				𝑀
				(
				𝑡
				)
				,
				𝑡
				=
				0
				,
				1
				,
				2
				,
				…
				}
			

		
	
 with parameter 
	
		
			

				𝑝
			

			

				1
			

		
	
 is corresponding to the number of the customers up to time 
	
		
			

				𝑡
			

		
	
. We denote by 
	
		
			

				𝜁
			

			

				𝑘
			

			
				=
				1
			

		
	
 the event where a payment occurs in period 
	
		
			
				(
				𝑡
				−
				1
				,
				𝑡
				]
			

		
	
 denote by and 
	
		
			

				𝜁
			

			

				𝑘
			

			
				=
				0
			

		
	
 the event where no payment occurs in period 
	
		
			
				(
				𝑡
				−
				1
				,
				𝑡
				]
			

		
	
. If the event occurs in period 
	
		
			
				(
				𝑡
				−
				1
				,
				𝑡
				]
			

		
	
, we suppose that the event happen at the beginning of the period. Let 
	
		
			
				P
				r
				(
				𝜁
			

			

				𝑘
			

			
				=
				1
				)
				=
				𝑝
			

			

				1
			

		
	
, 
	
		
			
				P
				r
				(
				𝜁
			

			

				𝑘
			

			
				=
				0
				)
				=
				𝑞
			

			

				1
			

			
				=
				1
				−
				𝑝
			

			

				1
			

		
	
. 
	
		
			

				𝑍
			

			

				𝑡
			

		
	
 is defined as 
						
	
 		
 			
				(
				3
				)
			
 		
	

	
		
			

				𝑍
			

			

				𝑡
			

			

				=
			

			

				𝑡
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝜂
			

			

				𝑘
			

			
				𝐼
				(
				𝑈
				(
				𝑘
				−
				1
				)
				≥
				𝑏
				)
				,
			

		
	

					for 
	
		
			
				𝑡
				>
				1
			

		
	
 and 
	
		
			

				𝑍
			

			

				0
			

			
				=
				0
			

		
	
. 
	
		
			

				𝑏
			

		
	
 is a fixed nonnegative integer, 
	
		
			
				𝐼
				(
				𝐴
				)
			

		
	
 is the indicator function of a set 
	
		
			

				𝐴
			

		
	
, and 
	
		
			

				𝜂
			

			

				𝑘
			

			
				(
				𝑘
				≥
				1
				)
			

		
	
 is a series of randomized decision functions that are mutually independent, identically distributed, and independent of 
	
		
			

				∑
			

			
				𝑡
				𝑘
				=
				1
			

			

				𝑋
			

			

				𝑘
			

			

				𝜉
			

			

				𝑘
			

		
	
. In detail, we denote by 
	
		
			

				𝜂
			

			

				𝑘
			

			
				=
				1
			

		
	
 the event where a dividend of 1 is paid at the time 
	
		
			

				𝑘
			

		
	
 and denote by 
	
		
			

				𝜂
			

			

				𝑘
			

			
				=
				0
			

		
	
 the event where no dividend is paid at the time 
	
		
			

				𝑘
			

		
	
. Assume 
	
		
			
				P
				r
				(
				𝜂
			

			

				𝑘
			

			
				=
				1
				)
				=
				𝑞
			

			

				0
			

		
	
, 
	
		
			
				P
				r
				(
				𝜂
			

			

				𝑘
			

			
				=
				0
				)
				=
				𝑝
			

			

				0
			

			
				=
				1
				−
				𝑞
			

			

				0
			

		
	
. Then (2) is equivalent to 
						
	
 		
 			
				(
				4
				)
			
 		
	

	
		
			
				𝑈
				(
				𝑡
				)
				=
				𝑢
				+
			

			

				𝑡
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝜁
			

			

				𝑘
			

			

				−
			

			

				𝑡
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝜂
			

			

				𝑘
			

			
				−
				𝐼
				(
				𝑈
				(
				𝑘
				−
				1
				)
				≥
				𝑏
				)
			

			
				𝑁
				(
				𝑡
				)
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑋
			

			

				𝑘
			

			
				=
				𝑢
				−
				𝑉
				(
				𝑡
				)
				,
				𝑡
				=
				0
				,
				1
				,
				2
				,
				…
				.
			

		
	

It is reasonable that the randomized decision functions 
	
		
			

				𝜂
			

			

				𝑘
			

			
				(
				𝑘
				≥
				1
				)
			

		
	
 are brought in to decide the periods with a dividend. This can be interpreted as follows: the return on the investment by an insurer in each time period can be regarded as being stochastic, and if the return on the investment in the present period is greater than a given level 
	
		
			

				𝑏
			

		
	
, then the insurer will pay a benefit of 1 to the insured. But, in model (2), if the surplus is smaller than 
	
		
			

				𝑏
			

		
	
 at the beginning of the present period, then a decision for paying a benefit of 1 will be cancelled. Certainly, the randomized decisions can also be related to some other things that occur with probability 
	
		
			

				𝑞
			

			

				0
			

		
	
 and do not occur with probability 
	
		
			

				𝑝
			

			

				0
			

		
	
 in each time period, for example, natural disasters. The model (4) is a sort of generalization of the classic risk model and is exactly the risk model [13] if 
	
		
			

				𝑞
			

			

				0
			

			
				=
				0
			

		
	
. Hence our results in this paper include the corresponding results of the risk model [13].
In this paper, we always assume that the positive security loading condition holds; that is, if we denote by 
	
		
			

				𝜃
			

		
	
 the relative security loading, then 
						
	
 		
 			
				(
				5
				)
			
 		
	

	
		
			
				𝑝
				𝜃
				=
			

			

				1
			

			
				−
				𝑞
			

			

				0
			

			
				
			
			
				𝑝
				𝜇
				−
				1
				.
			

		
	

					Let 
	
		
			
				𝑝
				(
				𝑘
				)
				=
				P
				r
				(
				𝑋
				=
				𝑘
				)
			

		
	
,  
	
		
			
				𝑘
				=
				1
				,
				2
				,
				…
			

		
	
, be the common probability function of the claim amounts. (The value of 
	
		
			
				𝑝
				(
				𝑘
				)
			

		
	
 is zero if 
	
		
			

				𝑘
			

		
	
 is not a positive integer.)
Let 
						
	
 		
 			
				(
				6
				)
			
 		
	

	
		
			
				𝑝
				(
				0
				)
				=
				0
				,
				𝑃
				(
				𝑛
				)
				=
			

			

				𝑛
			

			

				
			

			
				𝑘
				=
				1
			

			
				𝑝
				(
				𝑘
				)
				,
				∀
				𝑛
				≥
				1
				,
			

			
				
			
			
				[
				𝑋
				]
				=
				𝑃
				(
				𝑛
				)
				=
				1
				−
				𝑃
				(
				𝑛
				)
				,
				∀
				𝑛
				≥
				0
				,
				𝑃
				(
				0
				)
				=
				0
				,
				𝜇
				=
				𝐸
			

			

				∞
			

			

				
			

			
				𝑛
				=
				0
			

			
				𝑛
				𝑝
				(
				𝑛
				)
				=
			

			

				∞
			

			

				
			

			
				𝑛
				=
				0
			

			
				
			
			
				𝑃
				(
				𝑛
				)
				.
			

		
	

Define 
						
	
 		
 			
				(
				7
				)
			
 		
	

	
		
			
				𝑇
				=
				i
				n
				f
				{
				𝑡
				≥
				1
				∶
				𝑈
				(
				𝑡
				)
				<
				0
				}
				(
				i
				n
				f
				∅
				=
				∞
				)
			

		
	

					to be the time of ruin. Define the ultimate ruin probability 
						
	
 		
 			
				(
				8
				)
			
 		
	

	
		
			
				𝜓
				(
				𝑢
				)
				=
				P
				r
				(
				𝑇
				<
				∞
				∣
				𝑈
				(
				0
				)
				=
				𝑢
				)
				.
			

		
	

Except for the ruin probability, other important ruin quantities in ruin theory include the generating function of the time of ruin, 
	
		
			
				𝐸
				(
				𝑟
			

			

				𝑇
			

			

				)
			

		
	
; the surplus before ruin, denoted by 
	
		
			

				𝑈
			

			
				𝑇
				−
				1
			

		
	
; and the deficit at ruin, 
	
		
			
				|
				𝑈
			

			

				𝑇
			

			

				|
			

		
	
. A unified method to study these ruin quantities is to consider the (expected discounted) penalty function associated with the time of ruin by defining 
						
	
 		
 			
				(
				9
				)
			
 		
	

	
		
			

				𝑚
			

			

				𝜐
			

			
				
				𝜐
				(
				𝑢
				)
				=
				𝐸
			

			

				𝑇
			

			
				𝑤
				
				𝑈
			

			
				𝑇
				−
				1
			

			
				,
				|
				|
				𝑈
			

			

				𝑇
			

			
				|
				|
				
				
				,
				𝐼
				(
				𝑇
				<
				∞
				)
				∣
				𝑈
				(
				0
				)
				=
				𝑢
			

		
	

					where 
	
		
			
				𝑤
				(
				𝑥
				,
				𝑦
				)
				,
				𝑥
				≥
				0
				,
				𝑦
				≥
				0
			

		
	
, is a nonnegative bounded function; 
	
		
			
				0
				<
				𝜐
				≤
				1
			

		
	
 is the discount factor.
In this paper, we only obtain the recursion formula for 
	
		
			

				𝑚
			

			

				1
			

			
				(
				𝑢
				)
			

		
	
, that is, the discount factor 
	
		
			
				𝜐
				=
				1
			

		
	
. However, this is enough for us to study some important ruin quantities except for 
	
		
			
				𝐸
				(
				𝑟
			

			

				𝑇
			

			

				)
			

		
	
. Let 
	
		
			

				𝑚
			

			

				1
			

			
				(
				𝑢
				)
				=
				𝑚
				(
				𝑢
				)
			

		
	
. In this paper, we adopt the convention that 
	
		
			

				∑
			

			
				𝑑
				𝑎
			

			
				=
				0
			

		
	
 when 
	
		
			
				𝑑
				<
				𝑎
			

		
	
.
3. Recursive Formulas for the Expected Discounted Penalty Function
 In this section, we derive the renewal equations for the expected discounted penalty function 
	
		
			
				𝑚
				(
				𝑢
				)
			

		
	
.
Theorem 1.  
					(i) For all 
	
		
			
				𝑢
				≥
				𝑏
			

		
	
, the penalty function 
	
		
			
				𝑚
				(
				𝑢
				)
			

		
	
 satisfies 
							
	
 		
 			
				(
				1
				0
				)
			
 			
				(
				1
				1
				)
			
 		
	

	
		
			
				𝑚
				=
				(
				𝑢
				+
				1
				)
				1
				−
				𝑞
				𝑞
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				−
				𝑞
				𝑝
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				𝑞
				𝑚
				(
				𝑢
				)
				−
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				
			
			

				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				−
				𝑚
				(
				𝑢
				−
				1
				)
				𝑝
				𝑞
			

			

				1
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			
				0
				𝑢
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑢
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
				−
				𝑝
				(
				𝑢
				−
				1
				−
				𝑘
				)
				𝑝
				𝑞
			

			

				1
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			
				0
				∞
			

			

				
			

			
				𝑘
				=
				𝑢
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑢
				,
				𝑘
				−
				𝑢
				)
			

			

				0
			

			
				𝑝
				(
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
				−
				𝑝
				𝑝
				(
				𝑘
				−
				1
				)
			

			
				
			
			
				𝑞
				𝑝
			

			
				0
				𝑢
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑢
				+
				1
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
				−
				𝑝
				𝑝
				(
				𝑢
				−
				𝑘
				)
			

			
				
			
			
				𝑞
				𝑝
			

			
				0
				∞
			

			

				
			

			
				𝑘
				=
				𝑢
				+
				1
			

			
				𝑤
				
				𝑝
				(
				𝑢
				,
				𝑘
				−
				𝑢
				)
			

			

				0
			

			
				𝑝
				(
				𝑘
				+
				1
				)
				+
				𝑞
			

			

				0
			

			
				𝑝
				
				,
				(
				𝑘
				)
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				𝑚
				(
				𝑢
				+
				1
				)
				−
				𝑞
				𝑞
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				𝑚
				(
				𝑢
				)
				=
				𝑝
				𝑞
			

			
				1
				𝑢
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑢
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				𝑃
				(
				𝑢
				−
				1
				−
				𝑘
				)
				+
				𝑝
				𝑝
			

			
				1
				𝑢
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑢
				+
				1
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				𝑃
				(
				𝑢
				−
				𝑘
				)
				+
				𝑝
				𝑞
			

			
				1
				∞
			

			

				
			

			
				∞
				𝑘
				=
				𝑢
				+
				1
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑖
				)
				+
				𝑞
			

			

				0
			

			
				
				𝑝
				(
				𝑖
				−
				1
				)
				+
				𝑝
				𝑝
			

			
				1
				∞
			

			

				
			

			
				∞
				𝑘
				=
				𝑢
				+
				1
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑖
				+
				1
				)
				+
				𝑞
			

			

				0
			

			
				
				.
				𝑝
				(
				𝑖
				)
			

		
	
 
					(ii) If 
	
		
			
				𝑏
				≥
				1
			

		
	
, then 
	
		
			
				𝑚
				(
				0
				)
				,
				𝑚
				(
				1
				)
				,
				…
				,
				𝑚
				(
				𝑏
				)
			

		
	
 satisfy the following linear equations: 
							
	
 		
 			
				(
				1
				2
				)
			
 			
				(
				1
				3
				)
			
 		
	

	
		
			

				𝑝
			

			

				1
			

			
				𝑞
				𝑚
				(
				0
				)
				−
				𝑞
			

			

				0
			

			
				𝑚
				(
				𝑏
				−
				1
				)
				=
				𝛿
				,
				𝑞
				𝑝
			

			

				1
			

			
				
				𝑚
				(
				𝑢
				+
				1
				)
				+
				𝑞
				𝑞
			

			

				1
			

			
				+
				𝑝
				𝑝
			

			

				1
			

			
				
				𝑝
				(
				1
				)
				−
				1
				𝑚
				(
				𝑢
				)
				+
				𝑝
				𝑞
			

			
				1
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				𝑚
				(
				𝑘
				)
				𝑝
				(
				𝑢
				−
				𝑘
				)
				+
				𝑝
				𝑝
			

			
				1
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				𝑚
				(
				𝑘
				)
				𝑝
				(
				𝑢
				+
				1
				−
				𝑘
				)
				=
				𝑓
				(
				𝑢
				+
				1
				)
				,
				(
				𝑢
				=
				0
				,
				1
				,
				2
				,
				…
				,
				𝑏
				−
				1
				)
				,
			

		
	

						where 
							
	
 		
 			
				(
				1
				4
				)
			
 		
	

	
		
			
				𝑓
				(
				𝑢
				+
				1
				)
				=
				−
				𝑝
				𝑞
			

			
				1
				∞
			

			

				
			

			
				𝑘
				=
				𝑢
				+
				1
			

			
				𝑤
				(
				𝑢
				,
				𝑘
				−
				𝑢
				)
				𝑝
				(
				𝑘
				)
				−
				𝑝
				𝑝
			

			
				1
				∞
			

			

				
			

			
				𝑘
				=
				𝑢
				+
				2
			

			
				𝑤
				(
				𝑢
				,
				𝑘
				−
				𝑢
				−
				1
				)
				𝑝
				(
				𝑘
				)
				,
				𝛿
				=
				𝑝
				𝑝
			

			
				0
				𝑏
				−
				1
			

			

				
			

			
				∞
				𝑘
				=
				0
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				1
			

			
				𝑝
				(
				𝑖
				+
				1
				)
				+
				𝑞
			

			

				1
			

			
				
				𝑝
				(
				𝑖
				)
				+
				𝑝
				𝑞
			

			
				0
				𝑏
				−
				2
			

			

				
			

			
				∞
				𝑘
				=
				0
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				1
			

			
				𝑝
				(
				𝑖
				+
				1
				)
				+
				𝑞
			

			

				1
			

			
				
				𝑝
				(
				𝑖
				)
				+
				𝑝
				𝑞
			

			
				1
				∞
			

			

				
			

			
				∞
				𝑘
				=
				𝑏
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑖
				)
				+
				𝑞
			

			

				0
			

			
				
				𝑝
				(
				𝑖
				−
				1
				)
				+
				𝑝
				𝑝
			

			
				1
				∞
			

			

				
			

			
				∞
				𝑘
				=
				𝑏
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑖
				+
				1
				)
				+
				𝑞
			

			

				0
			

			
				
				.
				𝑝
				(
				𝑖
				)
			

		
	

 Proof.  We consider 
	
		
			
				𝑈
				(
				𝑡
				)
			

		
	
 in the first time period 
	
		
			
				(
				0
				,
				1
				]
			

		
	
 and separate the eight possible cases as follows. (1) No claim occurs in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
, no premium arrives in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
 and paying no dividend in (0, 1].  (2) No claim occurs in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
, no premium arrives in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
 and paying a dividend of 1 in (0, 1] (if 
	
		
			
				𝑢
				<
				𝑏
			

		
	
, this case does not exist).  (3) No claim occurs in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
, a premium arrives in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
 and paying no dividend in (0, 1].  (4) A claim occurs in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
, no premium arrives in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
 and paying no dividend in (0, 1].  (5) A claim occurs in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
, a premium arrives in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
 and paying no dividend in (0, 1].  (6) A claim occurs in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
, no premium arrives in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
 and paying a dividend of 1 in (0, 1]    (if 
	
		
			
				𝑢
				<
				𝑏
			

		
	
, this case does not exist).  (7) No claim occurs in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
, a premium arrives in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
 and paying a dividend of 1 in (0, 1]    (if 
	
		
			
				𝑢
				<
				𝑏
			

		
	
, this case does not exist). (8) A claim occurs in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
, a premium arrives in 
	
		
			
				(
				0
				,
				1
				]
			

		
	
 and paying a dividend of 1 in (0, 1] (if 
	
		
			
				𝑢
				<
				𝑏
			

		
	
, this case does not exist).Considering whether 
	
		
			
				𝑢
				<
				𝑏
			

		
	
 or 
	
		
			
				𝑢
				≥
				𝑏
			

		
	
 and using the laws of conditional probability, the penalty function is equal to 
							
	
 		
 			
				(
				1
				5
				)
			
 			
				(
				1
				6
				)
			
 		
	

	
		
			
				𝑚
				(
				𝑢
				)
				=
				𝑞
				𝑞
			

			

				1
			

			
				𝑚
				(
				𝑢
				)
				+
				𝑞
				𝑝
			

			

				1
			

			
				𝑚
				(
				𝑢
				+
				1
				)
				+
				𝑝
				𝑞
			

			
				1
				𝑢
			

			

				
			

			
				𝑘
				=
				1
			

			
				𝑚
				(
				𝑢
				−
				𝑘
				)
				𝑝
				(
				𝑘
				)
				+
				𝑝
				𝑞
			

			
				1
				∞
			

			

				
			

			
				𝑘
				=
				𝑢
				+
				1
			

			
				𝑤
				(
				𝑢
				,
				𝑘
				−
				𝑢
				)
				𝑝
				(
				𝑘
				)
				+
				𝑝
				𝑝
			

			
				1
				𝑢
				+
				1
			

			

				
			

			
				𝑘
				=
				1
			

			
				𝑚
				(
				𝑢
				+
				1
				−
				𝑘
				)
				𝑝
				(
				𝑘
				)
				+
				𝑝
				𝑝
			

			
				1
				∞
			

			

				
			

			
				𝑘
				=
				𝑢
				+
				2
			

			
				𝑤
				(
				𝑢
				,
				𝑘
				−
				𝑢
				−
				1
				)
				𝑝
				(
				𝑘
				)
				,
				∀
				0
				≤
				𝑢
				<
				𝑏
				,
				𝑚
				(
				𝑢
				)
				=
				𝑞
				𝑞
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				𝑚
				(
				𝑢
				)
				+
				𝑞
				𝑞
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				𝑚
				(
				𝑢
				−
				1
				)
				+
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				𝑚
				(
				𝑢
				+
				1
				)
				+
				𝑞
				𝑝
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				𝑚
				(
				𝑢
				)
				+
				𝑝
				𝑞
			

			

				1
			

			

				𝑝
			

			
				0
				𝑢
			

			

				
			

			
				𝑘
				=
				1
			

			
				𝑚
				(
				𝑢
				−
				𝑘
				)
				𝑝
				(
				𝑘
				)
				+
				𝑝
				𝑞
			

			

				1
			

			

				𝑝
			

			
				0
				∞
			

			

				
			

			
				𝑘
				=
				𝑢
				+
				1
			

			
				𝑤
				(
				𝑢
				,
				𝑘
				−
				𝑢
				)
				𝑝
				(
				𝑘
				)
				+
				𝑝
				𝑝
			

			

				1
			

			

				𝑝
			

			
				0
				𝑢
				+
				1
			

			

				
			

			
				𝑘
				=
				1
			

			
				𝑚
				(
				𝑢
				+
				1
				−
				𝑘
				)
				𝑝
				(
				𝑘
				)
				+
				𝑝
				𝑝
			

			

				1
			

			

				𝑝
			

			
				0
				∞
			

			

				
			

			
				𝑘
				=
				𝑢
				+
				2
			

			
				𝑤
				(
				𝑢
				,
				𝑘
				−
				𝑢
				−
				1
				)
				𝑝
				(
				𝑘
				)
				+
				𝑝
				𝑞
			

			

				1
			

			

				𝑞
			

			
				0
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				1
			

			
				𝑚
				(
				𝑢
				−
				1
				−
				𝑘
				)
				𝑝
				(
				𝑘
				)
				+
				𝑝
				𝑞
			

			

				1
			

			

				𝑞
			

			
				0
				∞
			

			

				
			

			
				𝑘
				=
				𝑢
			

			
				𝑤
				(
				𝑢
				,
				𝑘
				−
				𝑢
				+
				1
				)
				𝑝
				(
				𝑘
				)
				+
				𝑝
				𝑝
			

			

				1
			

			

				𝑞
			

			
				0
				𝑢
			

			

				
			

			
				𝑘
				=
				1
			

			
				𝑚
				(
				𝑢
				−
				𝑘
				)
				𝑝
				(
				𝑘
				)
				+
				𝑝
				𝑝
			

			

				1
			

			

				𝑞
			

			
				0
				∞
			

			

				
			

			
				𝑘
				=
				𝑢
				+
				1
			

			
				𝑤
				(
				𝑢
				,
				𝑘
				−
				𝑢
				)
				𝑝
				(
				𝑘
				)
				,
				∀
				𝑢
				≥
				𝑏
				.
			

		
	

						Obviously, (16) leads to (10).When 
	
		
			
				𝑡
				≥
				𝑏
			

		
	
, summing (16) over 
	
		
			

				𝑢
			

		
	
 from 
	
		
			

				𝑏
			

		
	
 to 
	
		
			

				𝑡
			

		
	
, we obtain 
							
	
 		
 			
				(
				1
				7
				)
			
 		
	

	
		
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				[
				𝑚
				]
				(
				𝑡
				+
				1
				)
				−
				𝑚
				(
				𝑏
				)
				−
				𝑞
				𝑞
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				[
				𝑚
				]
				(
				𝑡
				)
				−
				𝑚
				(
				𝑏
				−
				1
				)
				=
				𝑝
				𝑞
			

			
				1
				𝑡
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑡
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				𝑃
				(
				𝑡
				−
				1
				−
				𝑘
				)
				−
				𝑝
				𝑞
			

			
				1
				𝑏
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑥
				−
				1
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				𝑃
				(
				𝑥
				−
				𝑘
				−
				2
				)
				−
				𝑝
				𝑞
			

			
				1
				𝑡
			

			

				
			

			
				∞
				𝑘
				=
				𝑏
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑖
				)
				+
				𝑞
			

			

				0
			

			
				
				𝑝
				(
				𝑖
				−
				1
				)
				+
				𝑝
				𝑝
			

			
				1
				𝑡
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑡
				+
				1
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				𝑃
				(
				𝑡
				−
				𝑘
				)
				−
				𝑝
				𝑝
			

			
				1
				𝑏
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑥
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				𝑃
				(
				𝑥
				−
				1
				−
				𝑘
				)
				−
				𝑝
				𝑝
			

			
				1
				𝑡
			

			

				
			

			
				∞
				𝑘
				=
				𝑏
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑖
				+
				1
				)
				+
				𝑞
			

			

				0
			

			
				
				,
				𝑝
				(
				𝑖
				)
				∀
				𝑡
				≥
				𝑏
				.
			

		
	

						Note that 
	
		
			
				𝑤
				(
				𝑥
				,
				𝑦
				)
			

		
	
 is defined as a bounded function. We define 
	
		
			
				|
				|
				𝑤
				|
				|
				=
				s
				u
				p
				{
				𝑤
				(
				𝑥
				,
				𝑦
				)
				}
			

		
	
 again; then 
	
		
			
				|
				|
				𝑤
				|
				|
				<
				∞
			

		
	
. According to the definition of 
	
		
			
				𝑚
				(
				𝑢
				)
			

		
	
, we know that 
							
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			
				|
				|
				|
				|
				𝑚
				(
				𝑢
				)
				≤
				‖
				𝑤
				‖
				P
				r
				(
				𝑇
				<
				∞
				∣
				𝑈
				(
				0
				)
				=
				𝑢
				)
				=
				‖
				𝑤
				‖
				𝜓
				(
				𝑢
				)
				.
			

		
	

						Because the relative security loading 
	
		
			
				𝜃
				>
				0
			

		
	
 and 
	
		
			
				l
				i
				m
			

			
				𝑢
				→
				∞
			

			
				𝜓
				(
				𝑢
				)
				=
				0
			

		
	
, thus 
							
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			
				l
				i
				m
			

			
				𝑢
				→
				∞
			

			
				𝑚
				(
				𝑢
				)
				=
				0
				.
			

		
	

						By the dominated convergence theorem and (19), and letting 
	
		
			
				𝑡
				→
				∞
			

		
	
 in (17), we get 
							
	
 		
 			
				(
				2
				0
				)
			
 		
	

	
		
			
				−
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				𝑚
				(
				𝑏
				)
				+
				𝑞
				𝑞
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				𝑚
				(
				𝑏
				−
				1
				)
				=
				−
				𝑝
				𝑞
			

			
				1
				𝑏
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑥
				−
				1
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				𝑃
				(
				𝑥
				−
				𝑘
				−
				2
				)
				−
				𝑝
				𝑞
			

			
				1
				∞
			

			

				
			

			
				∞
				𝑘
				=
				𝑏
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑖
				)
				+
				𝑞
			

			

				0
			

			
				
				𝑝
				(
				𝑖
				−
				1
				)
				−
				𝑝
				𝑝
			

			
				1
				𝑏
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑥
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				𝑃
				(
				𝑥
				−
				1
				−
				𝑘
				)
				−
				𝑝
				𝑝
			

			
				1
				∞
			

			

				
			

			
				∞
				𝑘
				=
				𝑏
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑖
				+
				1
				)
				+
				𝑞
			

			

				0
			

			
				
				.
				𝑝
				(
				𝑖
				)
			

		
	

						Plugging (20) into (17) and rearranging terms we obtain (11).If 
	
		
			
				𝑏
				≥
				1
			

		
	
 and 
	
		
			
				𝑡
				<
				𝑏
			

		
	
, summing (15) over 
	
		
			

				𝑢
			

		
	
 from 0 to 
	
		
			

				𝑡
			

		
	
, we get 
							
	
 		
 			
				(
				2
				1
				)
			
 		
	

	
		
			

				𝑝
			

			

				1
			

			
				𝑞
				[
				𝑚
				]
				(
				𝑡
				+
				1
				)
				−
				𝑚
				(
				0
				)
				=
				𝑝
			

			

				𝑡
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				1
			

			
				
			
			
				𝑃
				(
				𝑡
				+
				1
				−
				𝑘
				)
				+
				𝑞
			

			

				1
			

			
				
			
			
				
				𝑃
				(
				𝑡
				−
				𝑘
				)
				−
				𝑝
			

			

				𝑡
			

			

				
			

			
				∞
				𝑘
				=
				0
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				1
			

			
				𝑝
				(
				𝑖
				+
				1
				)
				+
				𝑞
			

			

				1
			

			
				
				,
				𝑝
				(
				𝑖
				)
				∀
				0
				≤
				𝑡
				<
				𝑏
				.
			

		
	

						Replacing 
	
		
			

				𝑡
			

		
	
 by 
	
		
			
				𝑡
				−
				1
			

		
	
 in (21) and considering 
	
		
			

				∑
			

			
				𝑑
				𝑎
			

			
				=
				0
			

		
	
 when 
	
		
			
				𝑑
				<
				𝑎
			

		
	
 yield 
							
	
 		
 			
				(
				2
				2
				)
			
 		
	

	
		
			
				𝑚
				(
				𝑡
				)
				−
				𝑞
			

			

				1
			

			
				𝑞
				𝑚
				(
				𝑡
				)
				−
				𝑝
			

			

				1
			

			
				𝑞
				𝑚
				(
				0
				)
				=
				𝑝
			

			

				𝑡
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				1
			

			
				
			
			
				𝑃
				(
				𝑡
				−
				𝑘
				)
				+
				𝑞
			

			

				1
			

			
				
			
			
				
				𝑃
				(
				𝑡
				−
				1
				−
				𝑘
				)
				−
				𝑝
			

			
				𝑡
				−
				1
			

			

				
			

			
				∞
				𝑘
				=
				0
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				1
			

			
				𝑝
				(
				𝑖
				+
				1
				)
				+
				𝑞
			

			

				1
			

			
				
				,
				𝑝
				(
				𝑖
				)
				∀
				0
				≤
				𝑡
				<
				𝑏
				.
			

		
	

						Multiplying (21) by 
	
		
			

				𝑝
			

			

				0
			

		
	
, multiplying (22) by 
	
		
			

				𝑞
			

			

				0
			

		
	
, and summing yield 
							
	
 		
 			
				(
				2
				3
				)
			
 		
	

	
		
			

				𝑝
			

			

				0
			

			

				𝑝
			

			

				1
			

			
				𝑞
				𝑚
				(
				𝑡
				+
				1
				)
				+
				𝑞
			

			

				0
			

			
				
				1
				−
				𝑞
			

			

				1
			

			
				𝑞
				
				𝑚
				(
				𝑡
				)
				−
				𝑝
			

			

				1
			

			
				𝑞
				𝑚
				(
				0
				)
				=
				𝑝
				𝑝
			

			
				0
				𝑡
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝑚
				(
				𝑘
				)
			

			

				1
			

			
				
			
			
				𝑃
				(
				𝑡
				+
				1
				−
				𝑘
				)
				+
				𝑞
			

			

				1
			

			
				
			
			
				
				𝑃
				(
				𝑡
				−
				𝑘
				)
				−
				𝑝
				𝑝
			

			
				0
				𝑡
			

			

				
			

			
				∞
				𝑘
				=
				0
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				1
			

			
				𝑝
				(
				𝑖
				+
				1
				)
				+
				𝑞
			

			

				1
			

			
				
				𝑝
				(
				𝑖
				)
				+
				𝑝
				𝑞
			

			
				0
				𝑡
			

			

				
			

			
				𝑘
				=
				0
			

			
				𝑚
				
				𝑝
				(
				𝑘
				)
			

			

				1
			

			
				
			
			
				𝑃
				(
				𝑡
				−
				𝑘
				)
				+
				𝑞
			

			

				1
			

			
				
			
			
				𝑃
				
				(
				𝑡
				−
				1
				−
				𝑘
				)
				−
				𝑝
				𝑞
			

			
				0
				𝑡
				−
				1
			

			

				
			

			
				∞
				𝑘
				=
				0
			

			

				
			

			
				𝑖
				=
				𝑘
				+
				1
			

			
				
				𝑝
				𝑤
				(
				𝑘
				,
				𝑖
				−
				𝑘
				)
			

			

				1
			

			
				𝑝
				(
				𝑖
				+
				1
				)
				+
				𝑞
			

			

				1
			

			
				
				,
				𝑝
				(
				𝑖
				)
				∀
				0
				≤
				𝑡
				<
				𝑏
				.
			

		
	

						If 
	
		
			
				𝑡
				=
				𝑏
				−
				1
			

		
	
, from (23) and (20) we get (12). Equation (13) comes directly from (15).
4. Application
4.1.  Some Ruin Quantities
 In this section, we give some examples of ruin quantities to illustrate applications of the recursive formulas derived in Section 3. 
Example 2.  Letting 
	
		
			
				𝑤
				(
				𝑥
				,
				𝑦
				)
				=
				1
			

		
	
 and 
	
		
			
				𝜐
				=
				1
			

		
	
, we have 
	
		
			
				𝑚
				(
				𝑢
				)
				=
				𝐸
				[
				𝐼
				(
				𝑇
				<
				∞
				)
				]
				=
				𝜓
				(
				𝑢
				)
			

		
	
. In this case, 
	
		
			
				𝑓
				(
				𝑢
				+
				1
				)
				=
				−
				𝑝
				[
				𝑞
			

			

				1
			

			
				
			
			
				𝑃
				(
				𝑢
				)
				+
				𝑝
			

			

				1
			

			
				
			
			
				𝑃
				(
				𝑢
				+
				1
				)
				]
			

		
	
, 
	
		
			
				𝛿
				=
				𝑝
				(
				𝜇
				−
				𝑝
			

			

				1
			

			

				)
			

		
	
. Thus, by Theorem 1, 
	
		
			
				𝜓
				(
				𝑢
				)
			

		
	
 satisfies 
									
	
 		
 			
				(
				2
				4
				)
			
 		
	

	
		
			
				𝜓
				=
				(
				𝑢
				+
				1
				)
				1
				−
				𝑞
				𝑞
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				−
				𝑞
				𝑝
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				−
				𝑞
				𝜓
				(
				𝑢
				)
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				
			
			

				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				−
				𝜓
				(
				𝑢
				−
				1
				)
				𝑝
				𝑞
			

			

				1
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			
				0
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝜓
				(
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑢
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
				−
				𝑝
				(
				𝑢
				−
				1
				−
				𝑘
				)
				𝑝
				𝑞
			

			

				1
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				
				𝑝
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑢
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				−
				𝑝
				𝑃
				(
				𝑢
				−
				1
				)
			

			
				
			
			
				𝑞
				𝑝
			

			
				0
				𝑢
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝜓
				(
				𝑘
				)
			

			

				0
			

			
				𝑝
				(
				𝑢
				+
				1
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
				−
				𝑝
				𝑝
				(
				𝑢
				−
				𝑘
				)
			

			
				
			
			
				𝑞
				𝑝
			

			

				0
			

			
				
				𝑝
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑢
				+
				1
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				𝑃
				(
				𝑢
				)
				∀
				𝑢
				≥
				𝑏
				,
			

		
	

								which can be rewritten as 
									
	
 		
 			
				(
				2
				5
				)
			
 		
	

	
		
			
				𝜓
				=
				𝑞
				(
				𝑢
				+
				1
				)
			

			

				0
			

			

				𝑞
			

			

				1
			

			
				
			
			

				𝑝
			

			

				0
			

			

				𝑝
			

			

				1
			

			
				+
				𝜓
				(
				𝑢
				)
				𝑝
				𝑞
			

			

				1
			

			
				
			
			

				𝑝
			

			

				0
			

			

				𝑝
			

			

				1
			

			

				𝑞
			

			

				𝑢
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝜓
				(
				𝑘
				)
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑢
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				+
				𝑝
				𝑃
				(
				𝑢
				−
				1
				−
				𝑘
				)
			

			
				
			
			

				𝑝
			

			

				0
			

			

				𝑞
			

			

				𝑢
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝜓
				(
				𝑘
				)
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑢
				+
				1
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				+
				𝑃
				(
				𝑢
				−
				𝑘
				)
				𝑝
				𝑞
			

			

				1
			

			
				
			
			

				𝑝
			

			

				0
			

			

				𝑝
			

			

				1
			

			

				𝑞
			

			

				∞
			

			

				
			

			
				𝑘
				=
				𝑢
				+
				1
			

			
				
				𝑝
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				+
				𝑝
				𝑃
				(
				𝑘
				−
				1
				)
			

			
				
			
			

				𝑝
			

			

				0
			

			

				𝑞
			

			

				∞
			

			

				
			

			
				𝑘
				=
				𝑢
				+
				1
			

			
				
				𝑝
			

			

				0
			

			
				
			
			
				𝑃
				(
				𝑘
				+
				1
				)
				+
				𝑞
			

			

				0
			

			
				
			
			
				
				𝑃
				(
				𝑘
				)
				,
				∀
				𝑢
				≥
				𝑏
				,
			

		
	

								and the following linear equations: when 
	
		
			
				𝑏
				=
				0
			

		
	

	
 		
 			
				(
				2
				6
				)
			
 		
	

	
		
			
				𝑝
				𝜓
				(
				0
				)
				=
			

			
				
			
			

				𝑝
			

			

				0
			

			

				𝑝
			

			

				1
			

			
				𝑞
				
				𝜇
				−
				𝑝
			

			

				0
			

			

				𝑝
			

			

				1
			

			
				
				,
			

		
	

								or, when 
	
		
			
				𝑏
				≥
				1
			

		
	
, 
									
	
 		
 			
				(
				2
				7
				)
			
 			
				(
				2
				8
				)
			
 		
	

	
		
			

				𝑝
			

			

				1
			

			
				𝑞
				𝜓
				(
				0
				)
				−
				𝑞
			

			

				0
			

			
				
				𝜓
				(
				𝑏
				−
				1
				)
				=
				𝑝
				𝜇
				−
				𝑝
			

			

				1
			

			
				
				,
				𝑞
				𝑝
			

			

				1
			

			
				
				𝜓
				(
				𝑢
				+
				1
				)
				+
				𝑞
				𝑞
			

			

				1
			

			
				+
				𝑝
				𝑝
			

			

				1
			

			
				
				𝑝
				(
				1
				)
				−
				1
				𝜓
				(
				𝑢
				)
				+
				𝑝
				𝑞
			

			
				1
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				𝜓
				(
				𝑘
				)
				𝑝
				(
				𝑢
				−
				𝑘
				)
				+
				𝑝
				𝑝
			

			
				1
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				𝜓
				(
				𝑘
				)
				𝑝
				(
				𝑢
				+
				1
				−
				𝑘
				)
				=
				𝑓
				(
				𝑢
				+
				1
				)
				,
				(
				𝑢
				=
				0
				,
				1
				,
				2
				,
				…
				,
				𝑏
				−
				1
				)
				.
			

		
	

Example 3.  Letting 
	
		
			
				𝑤
				(
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				)
				=
				𝐼
				(
				𝑥
			

			

				2
			

			
				≤
				𝑦
				)
				(
				𝑦
				=
				1
				,
				2
				,
				…
				)
			

		
	
 and 
	
		
			
				𝜐
				=
				1
			

		
	
, then 
									
	
 		
 			
				(
				2
				9
				)
			
 		
	

	
		
			
				
				|
				|
				𝑈
				𝑚
				(
				𝑢
				)
				=
				P
				r
			

			

				𝑇
			

			
				|
				|
				
				≤
				𝑦
				,
				𝑇
				<
				∞
				=
				𝐻
				(
				𝑢
				,
				𝑦
				)
			

		
	

								is the distribution function of the deficit at ruin. In this case, 
									
	
 		
 			
				(
				3
				0
				)
			
 		
	

	
		
			
				𝑓
				(
				𝑢
				+
				1
				)
				=
				−
				𝑝
				𝑞
			

			

				1
			

			
				[
				𝑃
				]
				(
				𝑦
				+
				𝑢
				)
				−
				𝑃
				(
				𝑢
				)
				−
				𝑝
				𝑝
			

			

				1
			

			
				[
				]
				,
				𝑃
				(
				𝑦
				+
				𝑢
				+
				1
				)
				−
				𝑃
				(
				𝑢
				+
				1
				)
				𝛿
				=
				𝑝
			

			

				𝑦
			

			

				
			

			
				𝑘
				=
				1
			

			
				
			
			
				𝑃
				(
				𝑘
				)
				−
				𝑝
				𝑞
			

			

				1
			

			
				
			
			
				𝑃
				(
				𝑦
				)
				.
			

		
	

								Thus, 
	
		
			
				𝐻
				(
				𝑢
				,
				𝑦
				)
			

		
	
 satisfies the following recursive formula 
	
		
			
				(
				∀
				𝑢
				≥
				𝑏
				)
			

		
	
: 
									
	
 		
 			
				(
				3
				1
				)
			
 		
	

	
		
			
				𝐻
				=
				(
				𝑢
				+
				1
				,
				𝑦
				)
				1
				−
				𝑞
				𝑞
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				−
				𝑞
				𝑝
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				−
				𝑞
				𝐻
				(
				𝑢
				,
				𝑦
				)
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				
			
			

				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				−
				𝐻
				(
				𝑢
				−
				1
				,
				𝑦
				)
				𝑝
				𝑞
			

			

				1
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			
				0
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝐻
				(
				𝑘
				,
				𝑦
				)
			

			

				0
			

			
				𝑝
				(
				𝑢
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
				−
				𝑝
				(
				𝑢
				−
				1
				−
				𝑘
				)
				𝑝
				𝑞
			

			

				1
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			
				0
				𝑦
			

			

				
			

			
				𝑘
				=
				1
			

			
				
				𝑝
			

			

				0
			

			
				𝑝
				(
				𝑢
				+
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
				−
				𝑝
				𝑝
				(
				𝑢
				+
				𝑘
				−
				1
				)
			

			
				
			
			
				𝑞
				𝑝
			

			
				0
				𝑢
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝑝
				𝐻
				(
				𝑘
				,
				𝑦
				)
			

			

				0
			

			
				𝑝
				(
				𝑢
				+
				1
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
				−
				𝑝
				𝑝
				(
				𝑢
				−
				𝑘
				)
			

			
				
			
			
				𝑞
				𝑝
			

			
				0
				𝑦
			

			

				
			

			
				𝑘
				=
				1
			

			
				
				𝑝
			

			

				0
			

			
				𝑝
				(
				𝑢
				+
				𝑘
				+
				1
				)
				+
				𝑞
			

			

				0
			

			
				
				,
				𝑝
				(
				𝑢
				+
				𝑘
				)
			

		
	

								when 
	
		
			
				𝑏
				≥
				1
			

		
	
, 
									
	
 		
 			
				(
				3
				2
				)
			
 		
	

	
		
			

				𝑝
			

			

				1
			

			
				𝑞
				𝐻
				(
				0
				,
				𝑦
				)
				−
				𝑞
			

			

				0
			

			
				𝐻
				(
				𝑏
				−
				1
				,
				𝑦
				)
				=
				𝑝
			

			

				𝑦
			

			

				
			

			
				𝑘
				=
				1
			

			
				
			
			
				𝑃
				(
				𝑘
				)
				−
				𝑝
				𝑞
			

			

				1
			

			
				
			
			
				𝑃
				(
				𝑦
				)
				,
				𝑞
				𝑝
			

			

				1
			

			
				
				𝐻
				(
				𝑢
				+
				1
				,
				𝑦
				)
				+
				𝑞
				𝑞
			

			

				1
			

			
				+
				𝑝
				𝑝
			

			

				1
			

			
				
				𝑝
				(
				1
				)
				−
				1
				𝐻
				(
				𝑢
				,
				𝑦
				)
				+
				𝑝
				𝑞
			

			
				1
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				𝐻
				(
				𝑘
				,
				𝑦
				)
				𝑝
				(
				𝑢
				−
				𝑘
				)
				+
				𝑝
				𝑝
			

			
				1
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				𝐻
				(
				𝑘
				,
				𝑦
				)
				𝑝
				(
				𝑢
				+
				1
				−
				𝑘
				)
				=
				𝑓
				(
				𝑢
				+
				1
				)
				,
				(
				𝑢
				=
				0
				,
				1
				,
				2
				,
				…
				,
				𝑏
				−
				1
				)
				.
			

		
	

Example 4.  Letting 
	
		
			
				𝑤
				(
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				)
				=
				𝑟
			

			

				𝑥
			

			

				2
			

			
				(
				0
				≤
				𝑟
				<
				1
				)
			

		
	
 and 
	
		
			
				𝜐
				=
				1
			

		
	
, then 
									
	
 		
 			
				(
				3
				3
				)
			
 		
	

	
		
			
				
				𝑟
				𝑚
				(
				𝑢
				)
				=
				𝐸
			

			
				|
				𝑈
			

			

				𝑇
			

			

				|
			

			
				
				=
				
				𝐼
				(
				𝑇
				<
				∞
				)
				𝐻
				(
				𝑢
				,
				𝑟
				)
			

		
	

								is the generating function of the deficit at ruin. In this case, 
									
	
 		
 			
				(
				3
				4
				)
			
 		
	

	
		
			
				𝑓
				(
				𝑢
				+
				1
				)
				=
				−
				𝑝
				𝑞
			

			
				1
				∞
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑟
			

			

				𝑘
			

			
				𝑝
				(
				𝑢
				+
				𝑘
				)
				−
				𝑝
				𝑝
			

			
				1
				∞
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑟
			

			

				𝑘
			

			
				𝑝
				(
				𝑢
				+
				𝑘
				+
				1
				)
				.
			

		
	

								For all 
	
		
			
				𝑢
				≥
				𝑏
			

		
	
, we have 
									
	
 		
 			
				(
				3
				5
				)
			
 		
	

	
		
			
				
				=
				𝐻
				(
				𝑢
				+
				1
				,
				𝑟
				)
				1
				−
				𝑞
				𝑞
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				−
				𝑞
				𝑝
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				
				−
				𝑞
				𝐻
				(
				𝑢
				,
				𝑟
				)
			

			

				1
			

			

				𝑞
			

			

				0
			

			
				
			
			

				𝑝
			

			

				1
			

			

				𝑝
			

			

				0
			

			
				
				−
				𝐻
				(
				𝑢
				−
				1
				,
				𝑟
				)
				𝑝
				𝑞
			

			

				1
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			
				0
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				
				𝑝
				𝐻
				(
				𝑘
				,
				𝑟
				)
			

			

				0
			

			
				𝑝
				(
				𝑢
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
				−
				𝑝
				(
				𝑢
				−
				1
				−
				𝑘
				)
				𝑝
				𝑞
			

			

				1
			

			
				
			
			
				𝑞
				𝑝
			

			

				1
			

			

				𝑝
			

			
				0
				∞
			

			

				
			

			
				𝑘
				=
				1
			

			
				
				𝑝
			

			

				0
			

			
				𝑝
				(
				𝑢
				+
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
				−
				𝑝
				𝑝
				(
				𝑢
				+
				𝑘
				−
				1
				)
			

			
				
			
			
				𝑞
				𝑝
			

			
				0
				𝑢
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				
				𝑝
				𝐻
				(
				𝑘
				,
				𝑟
				)
			

			

				0
			

			
				𝑝
				(
				𝑢
				+
				1
				−
				𝑘
				)
				+
				𝑞
			

			

				0
			

			
				
				−
				𝑝
				𝑝
				(
				𝑢
				−
				𝑘
				)
			

			
				
			
			
				𝑞
				𝑝
			

			
				0
				∞
			

			

				
			

			
				𝑘
				=
				1
			

			
				
				𝑝
			

			

				0
			

			
				𝑝
				(
				𝑢
				+
				𝑘
				+
				1
				)
				+
				𝑞
			

			

				0
			

			
				
				.
				𝑝
				(
				𝑢
				+
				𝑘
				)
			

		
	

								When 
	
		
			
				𝑏
				≥
				1
			

		
	
, 
									
	
 		
 			
				(
				3
				6
				)
			
 		
	

	
		
			

				𝑝
			

			

				1
			

			
				𝑞
				
				𝐻
				(
				0
				,
				𝑟
				)
				−
				𝑞
			

			

				0
			

			
				
				𝐻
				(
				𝑏
				−
				1
				,
				𝑟
				)
				=
				𝑟
				𝑝
				−
				𝐺
			

			

				𝑋
			

			
				
				(
				𝑟
				)
				𝑝
				𝑝
			

			

				1
			

			
				+
				𝑟
				𝑝
				𝑞
			

			

				1
			

			

				
			

			
				
			
			
				,
				1
				−
				𝑟
				𝑞
				𝑝
			

			

				1
			

			
				
				
				𝐻
				(
				𝑢
				+
				1
				,
				𝑟
				)
				+
				𝑞
				𝑞
			

			

				1
			

			
				+
				𝑝
				𝑝
			

			

				1
			

			
				
				
				𝑝
				(
				1
				)
				−
				1
				𝐻
				(
				𝑢
				,
				𝑟
				)
				+
				𝑝
				𝑞
			

			
				1
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝐻
				(
				𝑘
				,
				𝑟
				)
				𝑝
				(
				𝑢
				−
				𝑘
				)
				+
				𝑝
				𝑝
			

			
				1
				𝑢
				−
				1
			

			

				
			

			
				𝑘
				=
				0
			

			
				
				𝐻
				(
				𝑘
				,
				𝑟
				)
				𝑝
				(
				𝑢
				+
				1
				−
				𝑘
				)
				=
				𝑓
				(
				𝑢
				+
				1
				)
				,
				(
				𝑢
				=
				0
				,
				1
				,
				2
				,
				…
				,
				𝑏
				−
				1
				)
				.
			

		
	

4.2. Numerical Illustration
In the following example, we investigate the impact of the inclusion of the dividend payments, claim, and stochastic premium income on ruin probability. We suppose that the claim amounts 
	
		
			

				𝑋
			

			

				𝑖
			

		
	
 have a zero-truncated geometric distribution with mean 
	
		
			
				𝜇
				=
				6
			

		
	
 and the probability function 
	
		
			
				𝑝
				(
				𝑘
				)
				=
				1
				/
				6
				×
				(
				1
				−
				1
				/
				6
				)
			

			
				𝑘
				−
				1
			

			
				,
				𝑖
				=
				1
				,
				2
				,
				3
				,
				…
			

		
	
. Let 
	
		
			
				𝑏
				=
				5
			

		
	
. We aim to compute the ruin probabilities with different values of the 
	
		
			

				𝑞
			

			

				0
			

		
	
, 
	
		
			

				𝑝
			

			

				1
			

		
	
, and 
	
		
			

				𝑝
			

		
	
. The results are given in Tables 1 and 2.
Table 1: Exact values for 
	
		
			
				𝜓
				(
				𝑢
				)
			

		
	
.
	

	
	
		
			
				𝑝
				=
				0
				.
				0
				8
			

		
	

	
	
		
			

				𝑢
			

		
	
	
	
		
			

				𝑞
			

			

				0
			

			
				=
				0
			

		
	
	
	
		
			

				𝑞
			

			

				0
			

			
				=
				0
				.
				1
			

		
	
	
	
		
			

				𝑞
			

			

				0
			

			
				=
				0
				.
				1
				5
			

		
	

	 	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
			

		
	
	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
				5
			

		
	
	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
			

		
	
	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
				5
			

		
	
	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
			

		
	
	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
				5
			

		
	

	

	 0 	 0.4928 	 0.4622 	 0.5423 	 0.5047 	 0.5746 	 0.5319 
	1 	 0.4511 	 0.4208 	 0.5047 	 0.4666 	 0.5396 	 0.4958 
	2 	 0.4130 	 0.3831 	 0.4703 	 0.4319 	 0.5076 	 0.4630 
	3 	 0.3781 	 0.3488 	 0.4388 	 0.4002 	 0.4784 	 0.4331 
	4 	 0.3461 	 0.3175 	 0.4099 	 0.3714 	 0.4515 	 0.4059 
	5 	 0.3168 	 0.2891 	 0.3835 	 0.3452 	 0.4270 	 0.3812 
	6 	 0.2900 	 0.2632 	 0.3558 	 0.3180 	 0.3993 	 0.3537 
	7 	 0.2655 	 0.2396 	 0.3300 	 0.2929 	 0.3733 	 0.3281 
	8 	 0.2430 	 0.2182 	 0.3062 	 0.2699 	 0.3490 	 0.3043 
	9 	 0.2225 	 0.1986 	 0.2840 	 0.2486 	 0.3263 	 0.2823 
	10 	 0.2037 	 0.1808 	 0.2634 	 0.2290 	 0.3051 	 0.2619 
	20 	 0.0842 	 0.0708 	 0.1243 	 0.1007 	 0.1557 	 0.1236 
	30 	 0.0347 	 0.0277 	 0.0596 	 0.0443 	 0.0795 	 0.0584 
	40 	 0.0143 	 0.0109 	 0.0276 	 0.0195 	 0.0406 	 0.0276 
	50 	 0.0059 	 0.0043 	 0.0130 	 0.0085 	 0.0207 	 0.0131 
	60 	 0.0024 	 0.0018 	 0.0061 	 0.0037 	 0.0106 	 0.0062 
	70 	 0.0009 	 0.0007 	 0.0029 	 0.0016 	 0.0054 	 0.0030 
	80 	 0.0003 	 0.0004 	 0.0023 	 0.0007 	 0.0028 	 0.0015 
	90 	 0.0001 	 0.0002 	 0.0006 	 0.0003 	 0.0014 	 0.0008 
	100 	 0.0000 	 0.0001 	 0.0003 	 0.0001 	 0.0008 	 0.0005 
	



Table 2: Exact values for 
	
		
			
				𝜓
				(
				𝑢
				)
			

		
	
.
	

	
	
		
			
				𝑝
				=
				0
				.
				0
				9
				5
			

		
	

	
	
		
			

				𝑢
			

		
	
	
	
		
			

				𝑞
			

			

				0
			

			
				=
				0
			

		
	
	
	
		
			

				𝑞
			

			

				0
			

			
				=
				0
				.
				1
			

		
	
	
	
		
			

				𝑞
			

			

				0
			

			
				=
				0
				.
				1
				5
			

		
	

	 	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
			

		
	
	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
				5
			

		
	
	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
			

		
	
	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
				5
			

		
	
	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
			

		
	
	
	
		
			

				𝑝
			

			

				1
			

			
				=
				0
				.
				9
				5
			

		
	

	

	 0 	 0.5948 	 0.5580 	 0.6611 	 0.6146 	 0.7053 	 0.6514 
	1 	 0.5547 	 0.5169 	 0.6275 	 0.5787 	 0.6761 	 0.6190 
	2 	 0.5172 	 0.4788 	 0.5962 	 0.5455 	 0.6488 	 0.5890 
	3 	 0.4823 	 0.4436 	 0.5670 	 0.5148 	 0.6234 	 0.5612 
	4 	 0.4497 	 0.4109 	 0.5397 	 0.4863 	 0.5997 	 0.5354 
	5 	 0.4194 	 0.3806 	 0.5143 	 0.4599 	 0.5777 	 0.5115 
	6 	 0.3911 	 0.3526 	 0.4871 	 0.4320 	 0.5523 	 0.4845 
	7 	 0.3647 	 0.3266 	 0.4614 	 0.4059 	 0.5280 	 0.4589 
	8 	 0.3401 	 0.3025 	 0.4370 	 0.3831 	 0.5047 	 0.4346 
	9 	 0.3171 	 0.2802 	 0.4139 	 0.3581 	 0.4825 	 0.4116 
	10 	 0.2957 	 0.2596 	 0.3920 	 0.3364 	 0.4613 	 0.3898 
	20 	 0.1470 	 0.1208 	 0.2277 	 0.1801 	 0.2940 	 0.2264 
	30 	 0.0731 	 0.0562 	 0.1323 	 0.0964 	 0.1874 	 0.1315 
	40 	 0.0364 	 0.0261 	 0.0768 	 0.0516 	 0.1195 	 0.0763 
	50 	 0.0181 	 0.0121 	 0.0446 	 0.0276 	 0.0762 	 0.0443 
	60 	 0.0091 	 0.0056 	 0.0259 	 0.0148 	 0.0487 	 0.0257 
	70 	 0.0046 	 0.0026 	 0.0150 	 0.0080 	 0.0311 	 0.0149 
	80 	 0.0023 	 0.0012 	 0.0087 	 0.0043 	 0.0199 	 0.0086 
	90 	 0.0012 	 0.0005 	 0.0050 	 0.0023 	 0.0128 	 0.0050 
	100 	 0.0007 	 0.0003 	 0.0028 	 0.0012 	 0.0082 	 0.0028 
	



As expected, the tables show that ruin probability increases as 
	
		
			

				𝑞
			

			

				0
			

		
	
 and 
	
		
			

				𝑝
			

		
	
 increase while ruin probability decreases as 
	
		
			

				𝑝
			

			

				1
			

		
	
 increases. It is worth mentioning that when the initial surplus 
	
		
			

				𝑢
			

		
	
 is large enough (e.g., 
	
		
			
				𝑢
				=
				1
				0
				0
			

		
	
), the difference of ruin probability is very little. This illustrates the importance of enhancing the initial capital. Furthermore, in order to more vividly reflect the influence of the parameters on ruin probability we provide Figures 1, 2, and 3, which show the impact of 
	
		
			

				𝑝
			

			

				1
			

		
	
, 
	
		
			

				𝑞
			

			

				0
			

		
	
 and 
	
		
			

				𝑝
			

		
	
 on ruin probability, respectively.


	
		
		
		
		
		
		
		
		
		
		
			
		
		
		
		
			
			
		
		
		
		
			
			
		
		
		
		
			
			
		
		
		
		
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
	
	
		
		
	
	
		
	
	
		
			
	


	
		
			
		
		
			
			
		
		
			
		
		
			
		
	


	
		
			
		
		
			
			
			
		
	
	
		
			
		
		
			
			
			
		
		
			
		
	


	
		
			
		
		
			
		
	


	
		
			
		
		
			
		
	

Figure 1:      The impact of 
	
		
			

				𝑝
			

			

				1
			

		
	
 on ruin probability.  




	
		
		
		
		
		
		
		
		
		
		
			
		
		
		
		
			
			
		
		
		
		
			
			
		
		
		
		
			
			
		
		
		
		
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
		
	
	
		
		
		
	
	
		
	
	
		
			
	
	
		
			
	


	


	


	
	


	


	
		
			
		
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
			
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
			
			
			
		
	

Figure 2:     The impact of 
	
		
			

				𝑞
			

			

				0
			

		
	
 on ruin probability.  




	
		
		
		
		
		
		
		
		
		
			
		
		
		
		
			
			
		
		
		
		
			
			
		
		
		
		
			
			
		
		
		
		
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
			
			
			
		
		
		
		
		
	
	
		
		
	
	
		
	
	
		
			
	


	
		
			
		
		
			
		
		
			
			
			
			
		
	
	
		
			
		
		
			
		
		
			
			
			
			
		
		
			
		
	


	


	


	
	


	

Figure 3:     The impact of 
	
		
			

				𝑝
			

		
	
 on ruin probability.  
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