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This study utilizes the black swan theorem to discuss how to face the lack of historical data and outliers. They may cause huge influences which make it impossible for people to predict the economy from their knowledge or experiences. Meanwhile, they cause the general dilemma of which prediction tool to be used which is also considered in this study. For the reason above, this study uses 2009 Q1 to 2010 Q4 quarterly revenue trend of Taiwan’s semiconductor packaging and testing industry under the global financial turmoil as basis and the grey prediction method to deal with nonlinear problems and small data. Under the lack of information and economic drastic changes, this study applies Markov model to predict the industry revenues of GM(1,1) and DGM(1,1) results. The results show that the accuracy of 2010 Q1–Q3 is 88.37%, 90.27%, sand 91.13%, respectively. Besides, they are better than the results of GM(1,1) and DGM(1,1) which are 86.51%, 77.35%, 75.46% and 73.77%, 74.25%, 59.72%. The results show that the prediction ability of the grey prediction with Markov model is better than traditional GM(1,1) and DGM(1,1) facing the changes of financial crisis. The results also prove that the grey-Markov chain prediction can be the perfect criterion for decision-makers judgment even when the environment has undergone drastic changes which bring the impact of unpredictable conditions.

1. Introduction

Financial turmoil has huge influences on varieties of industries, like the black swan theorem which produces a great deviation and causes adverse reactions [1]. In Taiwan, semiconductor production capacity accounts for more than half of the global semiconductor manufacturing market, and the IC packaging and testing accounts for the global foundry capacity of over 60%. The speed and environment of new products replacing older market create the competitiveness of related industries in Taiwan. The black swan theorem will produce outliers. This study found that the way to remove the deviation would be more difficult to predict regression or other methods of forecasting future trends accurately.

The grey method proposed by professor Long can provide very good prediction under short-time historical data [2]. Among the method, GM(1,1) provides suitable reference tools to decision-makers in the changing and competitive environment. In the previous researches, grey theory applied to the economic, financial, engineering, and other fields reached ideal results [3–5]. For example, Ken and Li [6] used a different grey prediction model which included traditional GM(1,1), RGM(1,1), and Tan’s GM(1,1), and he used chained convenience stores sales patterns as backgrounds for model selection. Hung et al. [7] also used GM(1,1) to predict under incomplete information. Compared with two prediction models of Egli and Wulfisch-bertoni [8], it had proved that the GM(1,1) rolling model produced the lowest error. Lin and Yang [9] used GM(1,1) to predict Taiwan semiconductor optoelectronics industry, and the average residual is less than 10%, which proves the high accuracy of grey prediction to semiconductor industry. But the financial crisis causes excessive fluctuations in random sequence and it easily leads to the condition of inadequate accuracy. If it is applied to the Taiwan semiconductor packaging and testing industry revenue data, it will cause the lack of precision because of deficiencies historical data message with random fluctuations, which also increases the difficulty in using general prediction tools in this paper.
Markov (Markov-chain) is generally used in the forecasting model on a random time series, and it is a dynamic system which is based on the transition between the states and all the random factors to reflect the impact [7]. Although it is very suitable for handling random variation problems, it still needs enough raw data to determine the probability of state transitions. Hence, this study uses Markov theory to improve GM(1,1) and reduce the variation when historical data increase and financial crisis happens. By evaluating accuracy, the prediction effect of Markov model can be improved [3].

2. Grey System Theory

Yin [10] has investigated during the time span of 1996 to 2011, the earliest year when the database was available to the best possible full text availability to date. The paper points out that there were 482 publications that met the selection criteria of “grey relational analysis” or “gray relational analysis” topic search. It is seen that the grey system theory is one of the most popular forecasting methods. Ken and Li [6] applied grey system as a module to help predicting sales revenue of convenience chain stores in Taiwan. They do get more accuracy than another forecasting model. Meanwhile, Hsu found similar findings. Yin [10] has investigated during the timespan of 1996 to 2011, the earliest year when the database was available to the best possible full text availability to date. The paper points out that there were 482 publications that met the selection criteria of “grey relational analysis” or “gray relational analysis” topic search. It is seen that the grey system theory is one of the most popular forecasting methods. Ken and Li [6] applied grey system as a module to help predicting sales revenue of convenience chain stores in Taiwan. They do get more accuracy than another forecasting model. Meanwhile, Hsu found similar findings.

3. Methodology

3.1. GM(1,1) and DGM(1,1) Grey Forecasting Model. GM(1,1) is a type of prediction model, the analysis steps are listed below.

Step 1. The original sequence is defined as

\[ X^{(0)} = (x^{(0)}_1, x^{(0)}_2, \ldots, x^{(0)}_n) \]  

(1)

Step 2. Use 1-AGO to decrease the randomness of sequence and define the 1-AGO as

\[ X^{(1)} = (x^{(1)}_1, x^{(1)}_2, \ldots, x^{(1)}_n) \]  

(2)

where \[ x^{(1)}_k = \sum_{i=1}^k x_i^{(0)}, \quad k = 1, 2, \ldots, n \].

Step 3. Establish a first-order differential equation

\[ \frac{dX^{(1)}}{dt} + aX^{(1)} = u \]  

(3)

Step 4. From (3), we can get

\[ \ddot{x}^{(1)}(k + 1) = (x^{(0)}(1) - \frac{u}{a}) e^{-a} + \frac{u}{a}, \quad k \geq 0, \]  

(4)

where

\[ B = \begin{bmatrix} -\frac{1}{2(x_1^{(0)} + x_2^{(0)})} & 1 \\ -\frac{1}{2(x_2^{(0)} + x_3^{(0)})} & 1 \\ \vdots & \vdots \\ -1 & 1 \end{bmatrix} \]

\[ Y = \begin{bmatrix} x^{(0)}(2) \\ x^{(0)}(3) \\ \vdots \\ x^{(0)}(n) \end{bmatrix} \]

Step 5. Use 1-AGO to get the real prediction data

\[ \ddot{x}(k + 1) = \ddot{x}^{(1)}(k + 1) - \ddot{x}^{(1)}(k) \]  

(6)

Step 6. From Step 5, a trend curve equation can be formed

\[ \ddot{Y}(k) = \ddot{X}^{(0)}(k + 1) = ge^{-ak}, \]  

(7)

where \[ g = (x^{(0)}(1) - (b/a) - e^{a}) x^{(0)}(1) + e^{a}(b/a)) \].

DGM(1,1) discrete grey forecasting model is the dynamic cycle rolling model; it is from original sequence by GM(1,1). Use this result of DGM(1,1) model to become the first stage of forecasting value that is needed. Comparative forecasting value and actual value are examined in order to get error value and accuracy.

3.2. Partition of States by Markov-Chain Forecasting Model.

The values of \[ x^{(0)}(k + 1) \] are distributed in the region of \[ n \] number of contiguous intervals. When \[ x^{(0)}(k + 1) \] falls in interval \( i \), one of \( S \) such intervals, it may be regarded as corresponding to a state \( E_i \), and \( E_i \) can be signified as follows:

\[ E_i = [E_{1i}, E_{2i}], \]  

(8)

where \( i = 1, 2, \ldots, S \) and \( S \) is the amount of states

\[ E_{1i} = \ddot{Y}(k) + A_i, \]  

(9)

\[ E_{2i} = \ddot{Y}(k) + B_i, \]

where \( \ddot{Y}(k) \) is time function, \( E_i \) is in the \( i \) state, \( E_{1i} \) and \( E_{2i} \) are time varying, and \( A_i \) and \( B_i \) are fixed value, depending on the original data.

3.3. Calculation of State Transfer Probability. In Markov-chain series, the changing probability form \( E_i \) to \( E_j \) can be presented as follows:

\[ P_{ij}(m) = \frac{M_{ij}(m)}{M_i} \quad (i, j = 1, 2, \ldots, S), \]  

(10)
where $P_{ij}(m)$ is the transition probability of state $E_j$ transferred from state $E_i$ for $m$ steps (in this paper, 1 step stands for 1 quarter), $m$ is the number of transition steps each time, $M_{ij}(m)$ is the number of original data of state $E_j$ transferred from state $E_i$ for $m$ steps, and $M_i$ is the number of original data points in state $E_i$.

The state transition probability matrix $R(m)$ is as follows:

$$R(m) = \begin{bmatrix}
p_{11}(m) & p_{12}(m) & \cdots & p_{1j}(m) \\
p_{21}(m) & p_{22}(m) & \cdots & p_{2j}(m) \\
\vdots & \vdots & \ddots & \vdots \\
p_{ij}(m) & p_{j2}(m) & \cdots & p_{jj}(m)
\end{bmatrix}$$  \hspace{1cm} (11)

The state transition probability $P_{ij}(m)$ reflects the transition rules of a system. The state transition probability matrix $R(m)$ describes the probability of transition from state $i$ to $j$. Generally, it is necessary to observe the one-step transition matrix $R(1)$. Supposing the object to be forecasted is in state $E_Q(1 \leq Q \leq S)$, row $Q$ in matrix $R(1)$ should be considered. If $\max P_{Qj}(1) = P_{Qk}(1)(j = 1, 2, \ldots, S; 1 \leq Q \leq S)$, then what will most probably happen in the system at the next moment is the transition from state $E_Q$ to state $E_k$. It is difficult to determine the future transition of the state; if two or more transition probabilities in the row $Q$ of matrix $R(1)$ are the same, the transition probability matrix of two-step transition matrix $R(2)$ or multistep transition matrix $R(m)$, where $m \geq 3$, should be considered [4].

### 3.4. Calculate the Forecasting Data

After the determination of the future state transition of a system, that is, the determination of grey elements $E_{1ij}$, $E_{2ij}$, the changing interval of the forecast value is between $E_{1ij}$, and $E_{2ij}$. The most probable forecast value, $\hat{Y}(k + 1)$, is considered to be the middle value of the determined state interval; that is,

$$\hat{Y}(k + 1) = \frac{1}{2}(E_{1ij} + E_{2ij}) = \hat{Y}(k) + \frac{1}{2}(A_i + B_j).$$  \hspace{1cm} (12)

### 3.5. Accuracy Inspection Analysis of Forecasting Ability

Numerous methods exist for judging forecasting model accuracy, and no single recognized inspection method exists for forecasting ability. MAPE is often used to measure forecasting accuracy. Smaller MAPE value indicates better forecasting ability

$$MAPE = \frac{1}{n} \sum \frac{|Actual - Forecast|}{Actual} \times 100,$$

$n =$ Forecasting number of step.  \hspace{1cm} (13)

Evaluation of MAPE forecasting ability is divided as forecasting ability is evaluated as follows:

(i) $<10$ excellent forecasting ability,
(ii) $10$–$20$ good forecasting ability,
(iii) $20$–$50$ reasonable forecasting ability,
(iv) $>50$ poor forecasting.

### 4. Results and Analyses

There are many factors which could influence the Taiwan economy, such as the country's culture, the government's policy, and the industry framework. Some factors are clear, and others are not clear. But semiconductor still is the major supporting in Taiwan.

**IC Industry Situation in Taiwan.** Taiwan Semiconductor Manufacturing Company (TSMC) and United Microelectronics Corporation (UMC) are the first and second in worldwide ranking, with a combined market share exceeding 50%. IC assembly industry total product value is the first of the worldwide [13].

Table I shows the historical data series of the IC assembly industry Revenue of Taiwan from 2007 Q1 to 2010 Q3, but fluctuating randomly. So this paper forecasts and analyzes IC assembly industry revenue by Grey-Markov forecasting model.

#### 4.1. Build the GM(1,1) Grey Forecasting Model

Using the data of the IC assembly industry revenue of Taiwan from 2007 Q1 to 2010 Q3, in Table I and (1)–(7) for model building, the GM(1,1) model of IC assembly industry revenue yield is

$$\hat{Y}(k) = \hat{x}^{(0)}(k + 1)$$

$$= 46389938e^{-0.00887984k} \quad (k = 1, 2, 3, \ldots),$$  \hspace{1cm} (14)

where $k$ is the series number of the quarter and $k = 1$ means 2007Q1.

#### 4.2. Partition of States by Markov-Chain Forecasting Model

According to the actual data, four states, that is, four contiguous intervals, are established about the curve of $X^{(0)}(k + 1)$.
According to (8)-(9), the four states intervals can be got as follows:

\[
\begin{align*}
E_1 &: E_{11} = \hat{Y}(k) - 1.08Y, \\
E_2 &: E_{21} = \hat{Y}(k) - 0.28Y, \\
E_3 &: E_{31} = \hat{Y}(k), \\
E_4 &: E_{41} = \hat{Y}(k) + 0.28Y, \\
E_5 &: E_{51} = \hat{Y}(k) + 1.08Y,
\end{align*}
\]

where \(Y\) denotes the average value of the historical IC assembly industry revenue of Taiwan from 2007 Q1 to 2009 Q4. Figure 1 shows the historical data series and the states intervals.

4.3. Calculation of State Transition. The number of the historical data in every interval can be gotten as follows:

\[
M_1 = 1, \quad M_2 = 3, \quad M_3 = 7, \quad M_4 = 1,
\]

where \(M_i\) denotes the number of the historical data in the interval \(i\) and \(i = 1, 2, 3, 4\). The numbers of one-step transiting to \(E_1, E_2, E_3, \) and \(E_4\) from \(E_1\) are as follows:

\[
M_{31} = 0, \quad M_{32} = 1, \quad M_{33} = 4, \quad M_{34} = 1.
\]

Next \(M_{ij}(1),\) where \(i = 1, 3, 4\) and \(j = 1, 2, 3, 4\), can be calculated in the same way. Then calculate the one-step transition probability to every states interval and present them in the transition matrix \(R(1)\) as follows:

\[
R(1) = \begin{bmatrix}
0 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 \\
1 & 0 & 2 & 0 \\
3 & 3 & 3 & 3 \\
0 & 1 & 4 & 1 \\
7 & 7 & 7 & 7 \\
0 & 0 & 1 & 0 \\
1 & 1 & 1 & 1
\end{bmatrix}
\]

4.4. Calculate the Forecast Value. According to (12), the date of IC assembly industry revenue in 2010 Q1 is calculated; that is,

\[
\hat{Y}(13) = \frac{1}{2(E_{13} + E_{23})} = \frac{1}{2(55555326 + 52066442)} = 53810904.
\]

As Table 1 shows, the actual IC assembly industry revenue in Taiwan in 2010 Q1 is 48204412 million NTD. So the precision of the forecasting is 88.37 percent.

By the same method, the IC assembly industry revenue in 2010 Q2 and Q3 can be calculated, the forecast value of 2010 Q2 is 58,636,460 million NTD, and that of 2010 Q3 is 59105003 million NTD. So the forecasting precisions are 90.27% and 91.13%.

4.5. Comparison of Forecast Value between the Grey-Markov, GM(1,1), and DGM(1,1) Forecasting Model. First build a GM(1,1) Grey forecasting model to forecast the IC assembly industry revenue from 2010 Q1 to Q3. And utilize GM(1,1) to build and construct a 5 DGM(1,1) rolling modeling, forecasting in the same way. Then the forecasting results are presented and the results that are forecasted by Grey-Markov model are presented in Table 2.

The forecast value of Grey-Markov forecasting models is more precise than GM(1,1) grey forecasting model in Figure 2. It is showed that the Grey-Markov forecasting model is better for forecasting the IC assembly industry revenue in Taiwan. Figure 2 is showed that even if it causes the random array to fluctuate too big to face the influence that Financial turmoil, the forecasting curve of GM(1,1), DGM(1,1), and Grey Markov, the Grey-Markov forecasting models are still fit for the predication of the IC assembly industry revenue in Taiwan.

5. Conclusions and Discussions

Grey Markov prediction model is a hybrid model which mixes traditional grey prediction and Markov-chain, with fewer limitations which not need to complicate matrix operations. By the empirical analysis, we can prove the ability with the advantages of short-term forecasts, and by using GM(1,1), most future trends can be reflected. Indeed, the Markov probability matrix can extract the information provided by historical data to response to fluctuation system. Even when facing inconsistent fluctuating events, such as the financial crisis, it still gain a high accuracy [12].

In addition to revenue, the impact of IC packaging and testing industry in Taiwan also includes the country economy, industrial structure, policies of government, and even the climate, culture, and other relevant issues. These indicators are followed by specific historical data trend of random fluctuations which are suitable for grey Markov model. It is best to be applied to big fluctuation time-series problems, but outliers often appear in the scope of expectations. According to past experience, it is often impossible for anyone to believe...
Table 2: Comparison of forecast values with three different methods.

<table>
<thead>
<tr>
<th>Year</th>
<th>Reality amount</th>
<th>GM(1,1)</th>
<th>DGM(1,1)</th>
<th>Gray-Markov</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010 Q1</td>
<td>V 48,204,412</td>
<td>41700971</td>
<td>60847214</td>
<td>53810904</td>
</tr>
<tr>
<td></td>
<td>E 13.49%</td>
<td>26.23%</td>
<td>11.63%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P 86.51%</td>
<td>73.77%</td>
<td>88.37%</td>
<td></td>
</tr>
<tr>
<td>2010 Q2</td>
<td>V 53,435,639</td>
<td>41332312</td>
<td>67197053</td>
<td>58636460</td>
</tr>
<tr>
<td></td>
<td>E 22.65%</td>
<td>25.75%</td>
<td>9.73%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P 77.35%</td>
<td>74.25%</td>
<td>90.27%</td>
<td></td>
</tr>
<tr>
<td>2010 Q3</td>
<td>V 54,287,889</td>
<td>40966912</td>
<td>76155527</td>
<td>59105003</td>
</tr>
<tr>
<td></td>
<td>E 24.54%</td>
<td>40.28%</td>
<td>8.87%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P 75.46%</td>
<td>59.72%</td>
<td>91.13%</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: The forecasting curve of three different methods.

the possibility of their emergence. With the tremendous impact, we easily fall into the Black Swan myth because of human nature, and let it becomes hard explained and unpredictable.

When enterprise decision-makers make decisions for a major future investment, there must be a risk management mechanism; however, the reference data toward decision making always depend on historical data. For future industry prediction, there are many methods which can be used, but most of them can only reach accurate prediction in normal behavior. In the past market which included drastic noncontrollable factor's changes, instant dropping data could be recognized as special cases or outliers which would not be calculated. But the results may be distorted due to limited or insufficient data. Therefore, this study applied Markov prediction, which includes fewer complicated calculation and higher accuracy, to help the important references and make better investment portfolio decision.
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