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Raman Spectra of Nanodiamonds: New Treatment Procedure Directed for Improved Raman Signal Marker Detection
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Detonation nanodiamonds (NDs) have shown to be promising agents in several industries, ranging from electronic to biomedical applications. These NDs are characterized by small particle size ranging from 3 to 6 nm, while having a reactive surface and a stable inert core. Nanodiamonds can exhibit novel intrinsic properties such as fluorescence, high refractive index, and unique Raman signal making them very attractive imaging agents. In this work, we used several nanodiamond preparations for Raman spectroscopic studies. We exposed these nanodiamonds to increasing temperature treatments at constant heating rates (425–575°C) aiding graphite release. We wanted to correlate changes in the nanodiamond surface and properties with Raman signal which could be used as a detection marker. These observations would hold potential utility in biomedical imaging applications. First, the procedure of optimal linear smoothing was applied successfully to eliminate the high-frequency fluctuations and to extract the smoothed Raman spectra. After that we applied the secondary Fourier transform as the fitting function based on some significant set of frequencies. The remnant noise was described in terms of the beta-distribution function. We expect this data treatment to provide better results in biomolecule tracking using nanodiamond base Raman labeling.

1. Introduction

Diamond is an important material for both scientific and industrial applications due to its extreme physical, chemical, and biological properties [1]. It is the hardest material known to science and has widespread applications such as cutting and drilling tools, thermal dissipation for electronics, infrared window in harsh environments, filter for surface acoustic wave device, field emission display device, electrochemical sensors in harsh/corrosive environments, biomedical imaging, and so on [2–6]. Diamond exhibits low toxicity and excellent biocompatibility and therefore has great potential as a novel material with potential biomedical applications [6]. There is increasing interest for using nanodiamond as biosensors and fabricating fluorescent nanoscale diamond particles for optical labeling and drug or gene delivery [4–6].

Currently, there are several methods developed for diamond synthesis in general [7–15]. The most common are methods based on high-pressure high-temperature approaches (HPHT) [7] and chemical vapour deposition methods (CVD) [8, 9]. Other methods include explosive formation (forming detonation nanodiamonds) [10, 11], sonication of graphite solutions (ultrasound cavitation) [1, 12], laser ablation [12], high-energy ball milling of HPHT diamond microcrystals [13], autoclave synthesis from supercritical
fluctuations [14], chlorination of carbides [15], ion irradiation of graphite [16], electron irradiation of carbon “onions” [17] which were also established.

Diamond’s outstanding physical and chemical properties when combined with nanostructure form may lead to hybrid nanodevices with excellent and unique functions and performance [1, 10, 14]. These nanostructures diamonds are often referred as nanodiamonds (NDs) with the expectation of being the next-generation electronic material for specialized nanoelectromechanical systems (NEMS), nanoelectronic devices, and field emission applications [18]. Furthermore, nanodiamonds also have a potential application in biology such as carriers for drugs, genes, or proteins; novel imaging techniques; coatings for implantable materials; biosensors and biomedical nanorobots [19].

Diamond nanoparticles were produced for the first time by detonation method in 1960 [20], but they became popular only by the end of the 1980s [21]. In 1990, a number of important research results led to wider interest in these nanoparticles. For example, colloidal suspended nanodiamonds with particle size in the range of 4-5 nm became available [22]. Researchers proposed using fluorescent nanodiamonds as a non-toxic alternative to quantum dots for biomedical imaging [5, 6]. Nanodiamonds were also developed for fabricating magnetic sensors [23]. The nanodiamonds have a good surface chemical reactivity [24–26]; therefore it is possible to tailor the properties of nanodiamonds for use in different applications such as composites [27–31] or attaching drugs and biomolecules when dealing with biological applications [32–34]. In addition, nanodiamonds were found to be less toxic than other carbon nanoparticles such as carbon nanotubes [35–38] and, as a result, are currently being considered for applications in biomedical imaging, drug delivery, and other areas of medicine [19, 38].

Fluorescent nanodiamonds are emerging as a new type of nanomaterial that have great promise for biological applications [37, 39]. The nanodiamonds that contain a high concentration of nitrogen-vacancy (N-V) defect centers as fluorophores exhibit several remarkable features such as emission of bright photoluminescence in the extended red region, no photobleaching and photoblinking, and easiness of surface functionalization for specific or nonspecific binding with nucleic acids and proteins [40, 41]. The capability of emitting light at 700 nm, where cell autofluorescence signal is low, [19], makes nanodiamonds suitable for cellular imaging application. These excellent photophysical properties, together with the good biocompatibility of the material [5], can enable 3D tracking of a single 35 nm nanodiamond particle in a live mammalian cell using confocal microscopy [42].

However, ensuring purity of synthesized nanodiamonds is paramount to their application to the field of biomedical imaging in general and Raman tracking in specific. Often other contaminants such as graphite or similar carbon based by-products can be found during the synthesis procedure [7–15]. These impurities can induce fluctuations in the intrinsic Raman signal and therefore they can have negative effects when using the Raman signal as a detection marker. Furthermore, biological molecules can be adsorbed on the nanodiamond surface providing them a traceable label. Specifically, synthesized nanodiamonds can be characterized by their sharp band using Raman spectroscopy. This band is the characteristic peak of the sp\(^{3}\) structural diamond [10], mostly observed at around 1430 cm\(^{-1}\). However, synthesized nanodiamonds contain considerable amount of graphite, which can be detected by Raman spectrum. The presence of a broad band at around 1590 cm\(^{-1}\) is the in-plane vibrations of graphite (G band) [18, 43, 44]. Therefore, Raman spectrum is considered to be a powerful tool to potential tracking of nanodiamonds. The graphite phase can be removed with treatment at relatively lower temperatures in comparison to that of diamonds [44]. This can be seen clearly in the intensity reduction of the corresponding G band compared with that of diamonds. However, the obtained bands/signals have some noise/fluctuations, which might require further theoretical analysis to observe the actual trends/variations allowing for accurate and improved signal tracking.

In this work, we have prepared three nanodiamond samples, heated at 425°C, 475°C, and 575°C, respectively. Next, we obtained Raman spectroscopy spectra for all three heated samples in addition to the untreated “as obtained” nanodiamonds. Our goal was initiating the release of graphite impurities with these temperature treatments, changing the nanodiamond surface/interface properties. We then observed the changes in the Raman spectra based on this treatment. Since even minute amounts of graphite can generate a significant background noise [43, 44], novel signal treatment methods are required in order to improve the ability of using the Raman signal as a bioprobe or molecular detection marker. To tackle these challenges we applied the procedure of the optimal linear smoothing (POLS) [45] for the measured Raman spectra of nanodiamonds. Raman spectra for all heat treated and “as obtained” nanodiamonds were used for analysis and comparison in this study. We applied the procedure of POLS in order to eliminate the high-frequency fluctuations and extract the desired trend (smoothed Raman spectrum), aiding in assessing potential application of the Raman tracking signal produced by the nanodiamonds as a detection marker.

2. Experimental Details

Detonation nanodiamond particles of size around 6 nm and purity of more than 98% were obtained from Nanostructured & Amorphous Materials Inc., USA (http://www.nanoamor.com/). These samples were used for further treatments. These nanodiamonds were oxidized at three different temperatures. Specifically we carried out heating at 425°C, 475°C, and 575°C for equal amounts of time, which is 60 min. The heating rate is 10°C/min. After heating the sample at the desired temperature it was slowly cooled down to room temperature. Raman spectra were measured and collected using a DXR Raman Microscope, Thermo Scientific, using a 532 nm laser as the excitation source at 8 mW power.
3. Results and Discussion

3.1. Application of the Procedure of Optimal Linear Smoothing (POLs). For the measured Raman spectra of nanodiamonds we applied initially the procedure of the optimal linear smoothing (POLs) suggested in [45] in order to eliminate the high-frequency fluctuations and extract the desired trend (smoothed Raman spectrum). We omit the details of this procedure because the POLs have been described earlier in papers [45–48]. In order to decrease the influence of these fluctuations we applied this procedure to the curves that are obtained from the initial ones by numerical integration (SFT) described below.

The results of the application of the POLs are depicted in Figures 1(a), 1(b), 1(c), and 1(d). Each figure shows the desired trend (smoothed Raman spectrum at the fixed annealing temperature). Usually the optimal value of the smoothing window is located in the interval [Δ/10, Δ/1000], where Δ defines the relative length of the initial interval Δ = xN − x0. For simplicity we use as the independent x variable the normalized value of the wavelength λ; that is, x = λ/100. In order to have more reliable result for calculation of the value of the optimal smoothing window, we used as an independent criterion the behavior of the generalized Pearson correlation function (GPCF). The GPCF (based on the statistics of the fractional moments [49]) was introduced previously in paper [50] and it is determined as

$$\text{GPCF}_p = \frac{\text{GMV}_p(1, 2)}{\sqrt{\text{GMV}_p(1, 1) \cdot \text{GMV}_p(2, 2)}}, \quad (1)$$

where the generalized mean value function (GMV-function), in turn, is defined as

$$\text{GMV}_p(k,l) = \left(\frac{1}{N} \sum_{j=1}^{N} \text{nrm}_j(k) \cdot \text{nrm}_j(l)\right)^{\frac{1}{\text{mom}_p}},$$

$$\text{mom}_p = \exp(L_{nP}), \quad L_{nP} = mn + \left(\frac{P}{P}\right) \cdot (mx - mn), \quad p = 0, 1, \ldots, P. \quad (2)$$

Here the values k and l numerate a couple of compared sequences. At momp = 1 expression (2) coincides with the conventional definition of the Pearson correlation coefficient.

The normalized sequences located in the interval 0 < \text{nrm}(y) < 1 are determined below by expression (3). The value \text{mom}_p determines the current moment from the interval [0, P]. The value P determines the final value of the function Ln, located in the interval [mn, mx]. The values mn and mx define correspondingly to the limits of the moments in the uniform logarithmic scale. In many practical cases, these values are chosen as mn = −15 and mx = 15 and P is chosen as integer value from the interval [50–100].

This empirical choice is related to the fact that the transition region of the random sequences considered expressed in the form of the GMV-functions are concentrated in the interval Ln ∈ [−5, 5] and the extended interval [−15, 15] is taken for showing the limiting values of this function in the space of moments. The initial sequences are chosen in that way: the minimum of the GMV-function coincides with zero value while the maximal value of this function coincides with \max (\text{nrm}, y). In (2) the random sequences are supposed to be normalized to the unit value in accordance with expression

$$\text{nrm}_j(y) = \frac{y_j^{(+)} \max(y_j^{(+)}) - y_j^{(-)} \min(y_j^{(-)})}{\frac{1}{2} (y_j \pm |y_j|)},$$

$$\text{nrm}_j(y) = \frac{\Delta y_j}{\max(\Delta y_j)}, \quad \Delta y_j = y_j - \min(y_j), \quad j = 1, 2, \ldots, N, \quad 0 < \text{nrm}(y) < 1. \quad (3)$$

Here the set yj defines the initial random sequence that can contain the trend or can be compared with another sequence without trend. The symbol [· · ·] and index j determines the absolute value and number of the measured points, correspondingly. The second case (B) in (3) corresponds to the case when the initial sequence is completely positive. If the limits mn and mx in (2) have opposite signs and accept sufficiently large values then the GPCF function has two plateaus equalized one at small numbers of mn (i.e., GPCFmn = 1) and another limiting value GPCFmx, depends on the degree of correlation between the random sequences compared. This right-hand limit (defined as L) is located between two values:

$$M \equiv \min(\text{GPCF}_p) \leq L \equiv \text{GPCF}_{mx} \leq 1. \quad (4)$$

The appearance of two plateaus implies that all information about possible correlations is complete and further increasing of the limiting numbers (mx, mn) figuring in (7) is not necessary. The numerous test calculations show that the high degree of correlations between two random sequences compared is observed when GPCFx coincides with the unit value, while the lowest correlations are observed when GPCFx is equaled to its minimal value (M). This simple observation having general character for all random sequences allows us to introduce new correlation parameter, (CC) complete correlation-factor, which is determined as

$$\text{CC} = \left(\frac{L}{M}\right) \cdot \left(\frac{L - M}{1 - M}\right). \quad (5)$$

We would like to stress here that this factor is determined on the total set of the fractional moments located between \exp (mn) and \exp (mx) values (see definition (2)). As it has been remarked above, in practical calculations for many cases it is sufficient to put mn = −15 and mx = +15, correspondingly. The upper row in (10) is referred to the CCL.
(with respect to the limiting value $L$) while the low row determines the factor associated with the minimal value $M$. In practical calculations, both factors are useful for analysis but the CCL-factor is less sensitive to the strong correlations (or small perturbations of the initial sequence) in comparison with the CCM-factor. In addition, we want to stress also the following fact. This statistical parameter does not depend on the amplitudes of the random sequences compared. The pair random sequences compared should be normalized to the interval: $0 \leq |y_i| \leq 1$. It reflects the internal structure of correlations of the compared random sequences based presumably on the similarity of the probability distribution functions that are not known in many cases. In order to see how the high-frequency fluctuations are separated from the low-frequency fluctuations (which is conventionally defined as a trend) we put as initial function initial Raman spectrum (RS($d$)) where $d$ determines the initial RS before annealing (ba, $d = 0$) and after annealing measured at three temperatures (425°C, 475°C, 575°C).
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\text{Figure 2:} & \quad (a) \text{ The behavior of the relative error for all Raman spectra with respect to the current smoothing window. The value of the first minimum is equalled approximately } 0.07. \quad \text{(b) The behavior of the complete correlation factor (expression (7)) is shown for all Raman spectra data. The value of the smoothing window } w = 0.13 \text{ shows approximately the boundary dividing the high-frequency fluctuations from the low-frequency fluctuations (trend). From these two plots we chose the mean value of the smoothing window } w = 0.1 \text{ which is identified as the optimal one.} \\
\end{align*}

\[ d = 1, \quad (525^\circ C, d = 2), \quad \text{and} \quad (575^\circ C, d = 3) \], \text{ correspondingly.} 

As a second sequence we use the smoothed spectra obtained at the fixed value of the current smoothing window \( w_k \) from the interval \([w_{\text{min}} = \Delta/1000, w_{\text{max}} = \Delta/10]\). It is calculated as

\[ y_j(d, w_k) = G_{\text{sm}}(x, y, w_k) \]

\[ = \frac{\sum_{j=1}^{N} K \left( (x_i - x_j) / w_k \right) y_j(d)}{\sum_{j=1}^{N} K \left( (x_i - x_j) / w_k \right)}, \quad (6) \]

\[ K(x) = \exp \left( -\frac{x^2}{2} \right), \]

\[ \text{GPCF}_p(nrm(d), y_{nrm}(d, w_k)) \rightarrow \text{CCM}_k = \frac{(L_k - M_k)}{1 - M_k}. \quad (7) \]

These expressions combined together allow calculating the complete correlation factor \( \text{CCM}_k \) as a function of the current smoothing window \( w_k \). This value \( w_{\text{bound}} = w_{\text{opt}} \) separates the correlations evoked by high-frequency fluctuations from low-frequency ones. This observation helps to find some additional arguments that justify the selection of the optimal trend in accordance with expressions (7). This additional criterion is important especially in cases when the first local minimum in the relative error function in expression (8) is not clearly expressed:

\[ \bar{y}_{w'} = G_{\text{sm}}(x, \bar{y}_{w'}, w'), \quad w' < w, \]

\[ \min (\text{Re IErr}) = \frac{\text{stdev}(\{y_{w'} - y_w\})}{\text{mean}(\{y_w\})} \cdot 100\%, \]

\[ \text{stdev}(y) = \left( \frac{1}{N} \sum_{j=1}^{N} (\Delta y_j)^2 \right)^{1/2}, \quad \Delta y_j = y_j - \text{mean}(y), \]

\[ \text{mean}(y) = \frac{1}{N} \sum_{j=1}^{N} y_j. \quad (8) \]

That is why this optimal trend can be defined as the pseudofitting function which divides the high-frequency fluctuations from a trend. The behavior of the functions (8) and (7) is shown in Figures 2(a) and 2(b), correspondingly.

3.2 Application of the Secondary Fourier Transform as the Fitting Function. One can use the secondary Fourier transform as the fitting function based on some significant set of “frequencies.” In accordance with conventional definition we determine this transformation of the second order as

\[ \text{SmRS}(x_j; d) \equiv F(x_j) \]

\[ = A_0^{(d)} + \sum_{k=1}^{K} \left[ A_k^{(d)} \cos \left( 2\pi k \frac{x_j}{L_d} \right) \right. \]

\[ + A_k^{(d)} \sin \left( 2\pi k \frac{x_j}{L_d} \right) \left. \right], \]

\[ \omega_k = 2\pi k \left( \frac{1}{L_d} \right). \quad (9) \]
We suppose that the characteristic inverse length $L_d$ ($d = 0, 1, 2, 3$ is the type of the RS defined above) coincides with the maximal length of the interval $\Delta = x_N - x_0 = L$ ($x$ defines the normalized wave-number/100) and is measured in the same units as wavelength $\lambda$. If the value $L$ is supposed to be known then the unknown decomposition coefficients $A_C$ and $A_S$ can be found by the linear-least square method (LLSM) and the limiting value $K$ can be found from the condition of minimization of the value of the relative error:

$$1\% < \text{Re} \cdot \text{ERR} = \left[ \frac{\text{stdev}\left(\{\text{SmRS}(x_j, d) - F(x_j, K)\}\right)}{\text{mean}\left(\{\text{SmRS}(x_j, d)\}\right)} \right] \cdot 100\% < 10\%,$$

(10)

which should be located in the reasonable interval (1–10%) of the calculated errors. It is interesting to note that this new interpretation of the discrete Fourier transform as the fitting function of the initial signal does not coincide with conventional presentation of the Fourier transform as presentation of the function in the frequency space. The coefficients $A_C$ and $A_S$ found in the result of the application LLSM do not coincide with decomposition coefficients found in the result of application of the conventional program based on the fast Fourier transformation (FFT) and its modifications. Initially, we suppose simply that the period is found from the condition $\Delta = x_N - x_0 = L$. But further investigations show that this supposition can be corrected in order to decrease the value of the fitting error. This observation is illustrated by the plot depicted in Figure 3. After selection of the optimal value of $L$ one can fit function (9) to the smoothed Raman spectra for nanodiamonds obtained in Section 3.1. In order to compare them with each other we chose the limiting value of modes $K$ (number of components figuring in (9)) equalled 40. The results of the fitting of the smoothed Raman spectra corresponding to different annealing temperatures are shown in Figure 4. The additional fitting parameters are shown in Table 1. We want to stress here that in the absence of the microscopic model the application of the secondary Fourier transform allow us to reduce the 2025 measured points for each spectrum to 40 fitting parameters $19(A_{C_k}) + 19(A_{S_k})$ amplitudes figuring in decomposition (9) plus free fitting constant $A_{C_{(0)}}$ and $L_d$ for 4 types of Raman spectra. This reduced presentation with the help of the secondary Fourier transform is very convenient when the actual microscopic model describing the vibrations in nanodiamonds is absent but the barest necessity of description these RS exits. So, in brief, with the help of secondary Fourier transform we can reduce the Raman spectra to its amplitude-“frequency” response (AFR). Schematically, it can be written as

$$\text{Spectrum}(\lambda, N) \rightarrow \text{AFR}(A_{C_k}, A_{S_k}, K), \quad K \ll N.$$

(11)

So, analysis of the Raman spectra can be based on the additional analysis of the amplitude-“frequency” responses (AFR) (we should notice again that in our case a “frequency” coincides with the value $\omega_k = 2\pi k / L$). This set of “frequencies” giving the acceptable accuracy should be located in the interval $[\omega_{\text{min}} = 2\pi / L, \omega_{\text{max}} = 2\pi K / L]$. So, we show that the secondary application of the Fourier transform (used as a fitting function of the initial signal) gives new possibilities for the interpretation of the smoothed RS data in terms of the reduced set of the calculated amplitudes $A_{C_k}$ and $A_{S_k}$. Figure 4 demonstrates the fitting of the smoothed Raman spectra in the frame of this secondary Fourier analysis. The variations of the decomposition parameters $(A_{C_k}, A_{S_k})$ together with its modulus for all Raman spectra are shown in Figures 5(a), 5(b), and 5(c). Other additional parameters are collected in Table 1.

3.3. “Reading” of the Remnant Noise in Terms of the Beta-Distribution Function. Usually, analysis of experimental data is finished after selection of the proper fitting function corresponding to some model and the “remnants” defined as the difference between the spectra analyzed and its fitting function is usually not analyzed. However, recent achievements associated with detection of the universal distribution function for the strongly correlated sequences allow realizing the fit of the remnants (noise) to the fitting function corresponding to beta-distribution [51]:

$$J_{b}(x) = A(x - x_0)^{a}(x_N - x)^{b} + B$$

(12)

and express quantitatively the remnant noise in terms of 4 fitting parameters ($A$, $B$, $a$, and $b$) only. This possibility gives a unique chance to compare the remnant functions with each other quantitatively. In order to obtain the bell-like curve
Table 1: The additional parameters of the secondary Fourier fitting.

<table>
<thead>
<tr>
<th>Number of Raman spectrum</th>
<th>The value of $L_{opt}$ from decomposition (9)</th>
<th>The value of $A_0$ (d) from decomposition (9)</th>
<th>The value of the fitting error (%)</th>
<th>Pearson correlation coefficient (PCC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS (ba), $d = 0$</td>
<td>9.97637</td>
<td>56,4327</td>
<td>0.19051</td>
<td>0.99976</td>
</tr>
<tr>
<td>RS (425°C) $d = 1$</td>
<td>10.0937</td>
<td>40,5278</td>
<td>0.25801</td>
<td>0.9998</td>
</tr>
<tr>
<td>RS (475°C) $d = 2$</td>
<td>8.92004</td>
<td>28,021</td>
<td>0.35399</td>
<td>0.9996</td>
</tr>
<tr>
<td>RS (575°C) $d = 3$</td>
<td>9.859</td>
<td>18,0758</td>
<td>0.38478</td>
<td>0.99938</td>
</tr>
</tbody>
</table>

It is interesting to note that the values in columns 3 and 4 have the monotone behavior and so this peculiarity can be used for calibration purposes.

In the results of these manipulations we obtain the bell-like curve that can be fitted to expression (13) with the help of Eigen-coordinates (ECs) method [52]. Figure 6 demonstrates these two steps transforming the desired remnant function corresponding to the Raman spectrum ($d = 0$). In Figure 7 we show the final fit of all bell-like curves to the fitting function (12). We want to stress here that the ECs method [52] allows fitting the sufficient number of the measured points (2025) and reducing all fit to the conventional LLSM. The fitting parameters are collected in Table 2. Analysis of these curves shows clearly that the distribution of their heights with respect to increasing of the annealing temperature is not monotonic. The highest curve belongs to the annealing spectrum with 475°C. Then the curves belonging to RS before annealing and 425°C follow to monotone behavior and the lowest curve belongs to the annealing temperature 475°C.

4. Conclusions

The use of nanodiamonds as potential labels, probes, or tracers based on Raman specific detection is of great biological importance. In our study, we used three heat treated samples and compared them to the “as obtained” nanodiamond Raman signal. We showed that inducing the graphite heat release changes the nanodiamond surface interface that affected the Raman spectrum. It is clear from our data that these Raman signals were in need of data treatment due to their high-frequency fluctuations that could prove problematic in noisy cellular environments. Based on the four Raman spectra we are able to extract signal trends in the Raman signal resulting from the heat induced changes and finding the optimal for Raman signal fitting. Therefore, this can aid noise removal that is beneficial for future Raman based signal tracking based on nanodiamond particles in biological environments. In general, we were able to improve access to Raman spectroscopic mapping and signal tracking. We realized this procedure by application of the additional Fourier analysis using the finite Fourier decomposition as an additional fitting function (see expression (9)). This simple procedure helps decrease the number of the fitting parameters and gives a possibility to compare the spectra with each other. We demonstrate also how to read a remnant noise after elimination of the smoothed spectra. It helps also compare the noise in terms of the fitting parameters describing beta-function. Definitely, these new innovation elements can be applied in different nanotechnologies at analysis of small amount of materials, when the influence of...
Figure 5: (a) Here we show the variations of the constant $A_c(k, d)$ figuring in decomposition (9) for all 4 Raman spectra analyzed. (b) The variations of the constant $A_s(k, d)$ from decomposition (9) for all 4 Raman spectra analyzed. (c) Here we demonstrate the variations of the modulus $\left( A_c(k, d)^2 + A_s(k, d)^2 \right)^{1/2}$ for all 4 Raman spectra analyzed.

<table>
<thead>
<tr>
<th>Number of Raman spectrum</th>
<th>$A$, $B$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$x_{max}$</th>
<th>$y_{max}$</th>
<th>RelErr (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS (ba), $d = 0$</td>
<td>0.18165</td>
<td>0.76645</td>
<td>0.79319</td>
<td>13.5731</td>
<td>2.13296</td>
<td>0.40539</td>
</tr>
<tr>
<td>RS (425C), $d = 1$</td>
<td>0.22442</td>
<td>0.64713</td>
<td>0.7052</td>
<td>13.4381</td>
<td>1.8564</td>
<td>0.85344</td>
</tr>
<tr>
<td>RS (475C), $d = 2$</td>
<td>0.27183</td>
<td>0.70987</td>
<td>0.70286</td>
<td>13.7273</td>
<td>2.52004</td>
<td>0.60121</td>
</tr>
<tr>
<td>RS (575C), $d = 3$</td>
<td>0.12765</td>
<td>0.67151</td>
<td>0.72011</td>
<td>13.5682</td>
<td>1.14542</td>
<td>0.93181</td>
</tr>
</tbody>
</table>

In contrast with Table 1 the values in columns 5 and 6 have the nonmonotone behavior.
Figure 6: This plot demonstrates two steps (described in the text) that allow transforming the initial remnant function (marked by black line) for the RS ($d = 0$) to the sequence of the ranged amplitudes (SRA) and finally to the bell-like curve (marked by red solid line).

Figure 7: This plot shows the calculated bell-like curves and their fit to the beta-distribution function (12). The fitting parameters are collected in Table 2. One can notice that the behavior of these curves with respect to the values of the annealing temperatures is not monotone. The highest curve belongs to the annealing spectrum with 475°C. Then the curves belonging to RS before annealing and 425°C have monotone behavior and the lowest curve belongs to the annealing temperature 575°C.
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