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The facility layout problem is a typical combinational optimization problem. In this research, a slicing tree representation and a quadratically constrained program model are combined with harmony search to develop a heuristic method for solving the unequal-area block layout problem. Because of characteristics of slicing tree structure, we propose a regional structure of harmony memory to memorize facility layout solutions and two kinds of harmony improvisation to enhance global search ability of the proposed heuristic method. The proposed harmony search based heuristic is tested on 10 well-known unequal-area facility layout problems from the literature. The results are compared with the previously best-known solutions obtained by genetic algorithm, tabu search, and ant system as well as exact methods. For problems O7, O9, vC10Ra, M11, and Nug12, new best solutions are found. For other problems, the proposed approach can find solutions that are very similar to previous best-known solutions.

1. Introduction

Facility layout problems (FLPs) occur in many areas, including manufacturing cell design, hospital design, and service center design. Recognized as one of the most critical and difficult design tasks, FLP aims to find the optimal arrangement of a given number of nonoverlapping departments with unequal-area requirements within a facility, so as to minimize the costs associated with projected interactions between departments. The common objective is to minimize the total material workflow costs among departments. Tompkins et al. [1] demonstrated that such minimization can lead to a cost reduction of 10–30%. A solution to the FLP specifies the relative location and the dimensions of department in the facility. After a block layout has been accomplished, a detailed layout can be designed, including aisle structures, input/output points of departments, and department locations. A low cost block layout is a good starting point to complete a final facility layout design.

FLP was originally formalized by Armour and Buffa [2]. The department areas do not have to be the same, but each department should follow certain ratio constraints or minimum length constraints. A thorough survey of the FLP is given by Gau and Meller [3] as well as Drira et al. [4]. In short, recent areas of research in facility layout design have applied advanced several exact methods, heuristics, metaheuristics, and hybridization of different metaheuristics for solving the FLP. However, FLP is a very challenging nonlinear combinatorial optimization problem to be solved optimally. Exact approaches are limited as to the size of the problem that can be optimally solved due to computational intractability. As a result, many facility layout problems have focused on heuristic and metaheuristic approaches to find good solutions.

Metaheuristics can be distinguished into global search methods (tabu search and simulated annealing) and evolutionary approaches (genetic algorithm and ant colony algorithm). A very important problem when developing a metaheuristic is related to the coding of a candidate floor plan. The FLP can be represented by many schemes that define how departments can be arranged within a facility area. The slicing tree structure (STS) formulation, first defined by Otten [5], is a continual layout representation to code a candidate layout into a tree structure. By recursively dividing a rectangular area in either the horizontal or vertical direction, STS formulation allows departments to be located
in divided zones. STS formulation takes full advantage of shape and orientation flexibility, although this layout representation requires complex repairing procedures to ensure feasibility of the layout that it represents. Compared to the flexible bay structure (FBS) formulation, STS formulation is less restrictive than the FBS formulation. STS representation is a good choice for handling various placement constraints. However, the STS representation has received only limited attention from researchers.

A harmony search (HS) algorithm is a recently developed evolutionary metaheuristic. The HS algorithm proposed by Geem et al. [6] is a metaheuristic optimization algorithm based on the musical process of searching for a perfect state of harmony, such as jazz improvisation. It has been very successful in a wide variety of discrete optimization problems and has been successfully applied to many engineering and system optimization problems [7, 8]. Compared to other metaheuristics in the literature, the HS algorithm offers a simple concept, few parameters, easy implementation, and fewer mathematical requirements and does not require initial value settings of the decision variables [9]. However, it has not been previously applied to the unequal-area FLP.

Given the foregoing, we propose to solve the FLP using a harmony search based algorithm encoded by a slicing structure in order to overcome the simplifying assumptions of the FBS and not to suffer from algorithm parameters selection. Different from previous researches, spatial relationships of departments (relative department positions) inferred from an STS solution are used to determine department locations and shapes by solving a proposed quadratically constrained program (QCP) in this study.

The rest of this paper is organized as follows. Section 2 introduces the literature review and discusses its findings. In Section 3, the details of the authors’ algorithm are described. In Section 4, the proposed algorithm is extensively tested on several problems from the literature. Promising results are obtained. The proposed algorithm can find the new best STS solutions for a few well-known FLP test problems. Section 5 concludes the paper.

2. Literature Review

2.1. Metaheuristic for Solving FLPs with STS. Metaheuristic approaches such as the tabu search (TS), the genetic algorithm (GA), and the ant system (AS) have been previously applied to FLPs with the STS.

2.1.1. Global Search Methods. Scholz et al. [10] present a tabu search algorithm with slicing tree representation and bounding curves. Through the use of bounding curves, geometric facility constraints are implicitly considered. Their tabu search incorporates four types of neighborhood searching performed on the slicing tree to find better solutions. They compared their algorithm with previous researches and showed obvious improvements.

2.1.2. Evolutionary Methods. Genetic algorithms are quite popular in solving FLPs with STS. Tam [11, 12] presented the concept of the STS to represent a layout as a chromosome of a character string. However, the facility’s shape restrictions are not guaranteed by Tam’s layout generation procedure. Tam and Chan [13] introduced an improved STS coding scheme and developed parallel genetic algorithms to solve FLPs with geometric constraints. The STS coding scheme uses binary digits to represent the tree structure, internal nodes, and external nodes. Gambler’s Ruin method [14] is used to encode the slicing tree. Gau and Meller [3] presented a facility layout algorithm that iterates between a genetic algorithm with a slicing tree representation and a mixed-integer linear program (MILP) with a subset of the binary variables set via the GA, which is used to find STS solutions with feasible shaped departments. According to these STS solutions, relative department locations are used as the subset of the binary variables in the MILP formulation proposed by Meller et al. [15]. Then, the solution obtained by solving the MILP is used to generate an initial population of solutions for the GA. Al-Hakim [16] noted that the chromosome representation in Tam and Chan was not efficient. Al-Hakim demonstrated the difficulties in applying classical crossover and mutation operators for solving FLPs and modified the representation of Tam and Chan. A new preserving operation, referred to as transplanting, was introduced to ensure the coherence of an offspring. Wu and Appleton [17] developed a genetic algorithm to simultaneously determine a slicing block layout and its aisle structure. They use the STS to represent a layout as a chromosome consisting of three strings of characters: a facilities string, a cutting levels string that represents the aisles, and an orientation string. A repair operator makes sure that the chromosome represents a feasible layout. Shayan and Chittilappilly [18] presented a new genetic algorithm to solve FLPs represented by STS. By following Gambler’s Ruin method, a two-dimensional chromosome is designed to represent the slicing tree without any need for repairing procedures to ensure that the chromosomes represent legal layouts after applying genetic operators.

Ant colony optimization has been recently applied for solving FLPs with STS. Komarudin and Wong [19] proposed an AS algorithm with slicing tree representation for solving FLPs. They use several types of local search to improve the search performance. Compared to Liu and Meller’s [20] and Scholz et al.’s [10] approaches, the proposed algorithm can improve the results for six different problem instances.

2.2. Harmony Search. Harmony search is inspired by the natural musical performance process that occurs when a musician searches for a better state of harmony. In the HS algorithm, the solution vector is analogous to the harmony in music, and the local and global search schemes are analogous to musician’s improvisations. HS is good at identifying the high performance regions of the solution space in a reasonable time but has difficulty performing a local search for numerical applications. Several variants of HS [21–25] have been proposed to improve the performance of HS. Proper balance between intensification and diversification can result in enhanced performance of HS.

Numerical comparisons demonstrate that evolution in the HS algorithm is faster than that in GA [6, 26, 27].
The main difference between GA and HS is that HS makes a new harmony vector from all existing harmony vectors in the harmony memory, while GA makes the new chromosome vector only from two of the existing chromosome vectors. Moreover, HS can independently consider each component variable in a vector while it generates a new harmony vector whereas GA cannot because it has to keep the structure of a gene [28].

3. A Self-Adaptive Harmony Search Algorithm with Quadratically Constrained Program for a Slicing Tree Structured Layout

Based on the HS algorithm, we develop an iterative optimization process of STS solutions. For each STS solution, the optimal locations and shapes of departments are determined by solving the proposed QCP; the fitness value of this STS solution is evaluated at the same time. Since harmony memory consideration rate (HMCR) and pitch adjustment rate (PAR) are related to the HS algorithm's ability to search for global exploration and local exploitation which are always twisted together in the search process, it is difficult to select the values for HMCR and PAR [25]. In order to prevent premature convergence, a self-adaptive harmony search algorithm (SHS) [9] introduces learning mechanisms to adjust HMCR and PAR. This algorithm is called the SHS algorithm with QCP for a slicing tree structured layout (SHS-QCP-STS).

3.1. Mathematical Models of a Facility Layout Problem. A mixed-integer nonlinear programming (MINP) model is proposed to address the optimal facility layout. The objective is to minimize the material workflow cost (MWC). As shown in (1), the material workflow cost functions are based on interdepartmental distances:

$$\min \sum_i \sum_j f_{ij} c_j \left( d_{ij}^x + d_{ij}^y \right),$$

where $f_{ij}$ is the workflow from departments $i$ and $j$, $c_j$ is the cost per unit distance from $i$ and $j$, $d_{ij}^x$ is the rectilinear distance of the centroids from $i$ and $j$ on the $x$-axis, and $d_{ij}^y$ is the rectilinear distance of the centroids from $i$ and $j$ on the $y$-axis.

The constraints of the model are grouped into five main categories.

(i) Area constraints are

$$w_i \cdot h_i = a_i \quad \forall i,$$

where $w_i$ and $h_i$ represent the width and the height of department $i$, respectively. The product of the width and the height must equal the area of department $i$, $a_i$.

(ii) Shape constraints are

$$\frac{\max (w_i, h_i)}{\min (w_i, h_i)} \leq \alpha_i^{\text{max}} \quad \forall i,$$

$$\min (w_i, h_i) \geq \rho_i^{\text{min}} \quad \forall i,$$

where $\alpha_i^{\text{max}}$ and $\rho_i^{\text{min}}$ represent the maximum aspect ratio and the minimum side length, respectively. In order to avoid irregular department shapes, either (3) or (4) can be regarded as shape constraints.

(iii) Nonoverlapping constraints are

$$x_i + w_i \leq x_j + W \left( 1 - Z_{ij}^x \right) \quad \forall i, j,$$

$$x_j + w_j \leq x_i + W \left( 1 - Z_{ji}^x \right) \quad \forall i, j,$$

$$Z_{ij}^x + Z_{ji}^x \leq 1 \quad \forall i, j,$$

$$y_i + h_i \leq y_j + H \left( 1 - Z_{ij}^y \right) \quad \forall i, j,$$

$$y_j + h_j \leq y_i + H \left( 1 - Z_{ji}^y \right) \quad \forall i, j,$$

$$Z_{ij}^y + Z_{ji}^y \leq 1 \quad \forall i, j,$$

where $x_i$ and $y_i$ represent the $x$- and $y$-coordinates of the centroid of department $i$, respectively. $W$ is the width of the facility along the $x$-axis, and $H$ is length of the facility along the $y$-axis. The value of $Z_{ij}^x$ equals 1 if department $i$ is located on the left side of department $j$ or zero otherwise. The value of $Z_{ij}^y$ equals 1 if department $i$ is below department $j$ or zero otherwise. The functions of these constraints are as follows. For each pair of departments $i$ and $j$, (5) through (7) force department $i$ to be located on the left or right side of department $j$ without overlapping in the $x$-axis direction. Equations (8) through (10) force department $i$ to be above or below department $j$ without overlapping in the $y$-axis direction. For each pair of departments $i$ and $j$, (11) defines their relative positions: (1) department $i$ is located on the left side of and below department $j$, (2) department $i$ is located on the left side of department $j$, or (3) department $i$ is below department $j$.

(iv) Definitional constraints are

$$x_i + 0.5w_i \leq W \quad \forall i,$$

$$y_i + 0.5h_i \leq H \quad \forall i,$$

$$x_i \geq 0.5w_i \quad \forall i,$$

$$y_i \geq 0.5h_i \quad \forall i,$$

$$d_{ij}^x \geq (x_i + 0.5w_i) - (x_j + 0.5w_j) \quad \forall i, j,$$

$$d_{ij}^x \geq (x_j + 0.5w_j) - (x_i + 0.5w_i) \quad \forall i, j,$$

$$d_{ij}^y \geq (y_i + 0.5h_i) - (y_j + 0.5h_j) \quad \forall i, j,$$

$$d_{ij}^y \geq (y_j + 0.5h_j) - (y_i + 0.5h_i) \quad \forall i, j.$$
(v) Nonnegative constraints are
\[ \begin{align*}
    w_i & \geq 0 \quad \forall i, \\
    h_j & \geq 0 \quad \forall j, \\
    x_i & \geq 0 \quad \forall i, \\
    y_j & \geq 0 \quad \forall j,
\end{align*} \] (20)
\[ \begin{align*}
    Z_{ij}^x & \in \{0, 1\} \quad \forall i, j, \\
    Z_{ij}^y & \in \{0, 1\} \quad \forall i, j.
\end{align*} \] (25)

In general, MINP problems are more difficult to be solved than mixed-integer programming problems and nonlinear programming problems. We find that spatial relationships of departments known according to an STS solution can be used to replace binary variables \( Z_{ij}^x \) and \( Z_{ij}^y \) of this MINP model. Thus this MINP model can then be reformulated as a QCP model:

\[ \begin{align*}
    \min P_2 \left[ \sum_{i,j} f_{ij} x_{ij} \right] + P_1 \left[ \sum_i \left[ x_i + 0.5w_i - W \right]^+ \right] + P_1 \left[ \sum_j \left[ y_j + 0.5h_j - H \right]^+ \right]
\end{align*} \] (26)

subject to the following.

(i) Area constraints
\[ w_i h_j \geq a_{ij} \quad \forall i. \] (27)

(ii) Shape constraints: (3) or (4).

(iii) Nonoverlapping constraints:
\[ \begin{align*}
    y_j - 0.5h_j & \geq 0 \quad \forall i \in D_{DP}, \\
    x_i - 0.5w_i & \geq 0 \quad \forall i \in D_L, \\
    y_j & = y_j \quad \forall i = L_V \left( l \right), \ j = L_V \left( r \right), \\
    h_j & = h_j \quad \forall i = L_V \left( l \right), \ j = L_V \left( r \right), \\
    x_i & = x_j \quad \forall i = L_H \left( l \right), \ j = L_H \left( r \right), \\
    w_i & = w_j \quad \forall i = L_H \left( l \right), \ j = L_H \left( r \right), \\
    x_i & + 0.5w_i \leq x_j - 0.5w_i \quad \forall i \in S_V \left( l \right), \ j \in S_V \left( r \right), \\
    y_j & + 0.5h_j \leq y_j - 0.5h_j \quad \forall i \in S_H \left( l \right), \ j \in S_H \left( r \right),
\end{align*} \] (28) (29) (30) (31) (32) (33) (34) (35)

where \( D_D \) represents the set of departments located on the bottom of the facility, \( D_L \) the set of departments located on the leftmost side of the facility, \( L_V(l) \) and \( L_V(r) \) the left and right leaf nodes of a vertical slicing, respectively, \( L_H(l) \) and \( L_H(r) \), the left and the right leaf nodes of a horizontal slicing, respectively, \( S_V(l) \) and \( S_V(r) \) the left and right subtrees of a vertical slicing, respectively, and \( S_H(l) \) and \( S_H(r) \) the left and right subtrees of a horizontal slicing, respectively.

According to an STS solution, the functions of these constraints are to define spatial relationships of departments and to arrange departments without overlapping. For department \( i \) at the bottom of the facility, (28) sets its \( y \)-coordinate of the bottom-left corner as equal to 0. For department \( i \) on the leftmost side of the facility, (29) sets its \( x \)-coordinate of the bottom-left corner as equal to 0. For departments \( i \) and \( j \) separated directly by a vertical cut, (30) and (31) define that their \( y \)-coordinates of the bottom-left corners and heights are equal. For departments \( i \) and \( j \) separated directly by a horizontal cut, (32) and (33) define that their \( x \)-coordinates of the bottom-left corners and widths are equal. For a vertical cut, (34) forces the \( x \)-coordinates of the right edges of departments located on the left subtree to be less than or equal to the \( x \)-coordinates of the left edges of departments located on the right subtree. For a horizontal cut, (35) forces the \( y \)-coordinates of the top edges of departments located on the left subtree must be less than or equal to the \( y \)-coordinates of the bottom edges of departments located on the right subtree.

(i) Definitional constraints: (14) through (19).

(ii) Nonnegative constraints: (20) through (23).

Here, \( P_1[i] \) and \( P_2[i] \) indicate that the absolute priority rule is applied to this objective function. This means that minimizing penalties of breaking the layout rule, (12) and (13), dominates minimizing material workflow costs. In this study, the sum of penalties and material workflow costs is regarded as the fitness value of an STS solution.

3.2. STS Solution Representation. In this study, the slicing tree structure proposed by Shayan and Chittilappilly [18] is used to represent an FLP. Each harmony vector consists of three parts: the node type codes, the node content codes, and the fitness value. For an FLP with \( n \) departments, there are \( 2(2n-1)+1 \) codes. For example, a slicing tree and its corresponding slicing structure of an FLP with six departments are shown in Figure 1. We use the harmony vector \((0-0-0-0-0-1-1-1-1-1-1-0-0-1-0-1-1-1-1-1-0-1-1)\) - (fitness value) to represent this layout solution.

(1) The first part is \( 2n-1 \) binary numbers and records a blank slicing sequence. Here, 0 represents a cut and 1 otherwise. In total, there are \( n-1 \) cut nodes and \( n \) leaf nodes.

(2) The actual contents of these nodes are recorded in the second part. For the cut nodes, 1 denotes a horizontal cut, and 0 denotes a vertical cut. For the leaf nodes, an integer number represents that the department will be placed. The slicing structure of the FLP is confirmed.

(3) The third part is the fitness value of the harmony vector. The fitness value is evaluated by solving the proposed QCP model. Nonoverlapping constraints,
Figure 1: Slicing tree and slicing structure of FLP of 6 departments.

(28) through (35), are added according to the spatial relationships of a slicing tree. For example, the first cut is horizontal in Figure 1. The left leaf nodes of the root node are under the right leaf nodes of the root node. Set the y-coordinate of the top-left corners of departments 1, 3, and 4 as less than the y-coordinate of the bottom-left corners of departments 2, 5, and 6. After a vertical cut, department 3 is left to department 4. Set the x-coordinate of the bottom-left corners of department 4 as equal to the x-coordinate of the bottom-left corners of department 3 plus its width. The y-coordinates of the bottom-left corners are equal. Furthermore, departments 3 and 4 are at the bottom of the facility. Set the y-coordinate of the bottom-left corners of these two departments as equal to 0. Departments 1, 2, and 3 are on the leftmost side of the facility. Set the x-coordinate of the bottom-left corners of these three departments as equal to 0.

3.3. Harmony Memory. The harmony memory (HM) is a memory location where all solution vectors (sets of decision variables) and corresponding fitness values are stored. Because of characteristics of STS, we propose a regional structure of HM to memorize facility layout solutions.

First, HMS1 blank slicing sequences are generated. Then, the actual contents of each blank slicing sequence are randomly generated HMS2 times. This HM matrix, $[HM]_{{HMS1} \times {HMS2}} \times (4n-1)$, is composed of the HMS1 harmony memory submatrix, $[hm_{1}]_{{HMS2} \times (4n-1)}$, as stated in (36). Each HM submatrix is regarded as a regional memory:

$$[HM]_{{HMS1} \times {HMS2} \times (4n-1)} = \left[ \begin{array}{cccc} [hm_{1}]_{{HMS2} \times (4n-1)} \\ \vdots \\ [hm_{1}]_{{HMS2} \times (4n-1)} \end{array} \right]_{HMS1 \times 1} \quad (36)$$

Each HM submatrix, $[hm_{1}]_{{HMS2} \times (4n-1)}$, is composed of the HMS2 harmony vectors with a common slicing sequence. The first element of the HM submatrix is the best harmony vector with the corresponding slicing sequence. In total, HMS1 × HMS2 slicing trees of the FLP are stored in the HM matrix.

Taking an FLP with 6 departments as an example, the structure of HM matrix is shown in Figure 2. The size of the HM matrix is $(HMS1 \times HMS2) \times 23$. Rows 1 to HMS2 of this HM matrix comprise HM submatrix 1, $[hm_{1}]$. It is shown that all blank slicing sequences of the HM submatrix are the same, but actual slicing contents of the counterparts are different.

3.4. New Harmony Improvisation. A new harmony vector, $hm_{ij}(1,...,4n-1)$, is generated based on memory consideration (MC), random selection (RS), and pitch adjustment (PA).

3.4.1. Memory Consideration. In the memory consideration, if $r_{1} \leq$ HMSCR, then the value for the new harmony vector is chosen from any value in the specified HM range. In order to fit the restrictions of a slicing tree structure, a blank slicing sequence cannot be chosen from any value in the harmony memory matrix.

$$MC \text{ Rule. For } l = 2n + 1, \ldots, 4n - 2, j = 1, \ldots, HMS2, \text{ and } i = 1, \ldots, HMS1, \text{ if } r_{1} \leq \text{HMSCR}, \text{ the } l\text{th code of the } j\text{th row of the harmony memory submatrix } [hm_{ij}] \text{ is chosen from any other value in the corresponding column of this harmony memory submatrix. The correctness of the new harmony vector should be ensured. For leaf nodes, the actual slicing content codes are regenerated if departments have already been assigned to other leaf nodes. For example, if a new harmony vector (0-0-0-0-1-1-0-1-1-0-1-1) - (1-1-0-0-2-2-0-5-3-1-5) - (fitness value) is generated, it needs to be modified as (0-0-0-0-1-1-0-1-1-0-1-1) - (1-1-0-0-2-2-0-5-3-1-5) - (fitness value), because one department is not able to be assigned to two leaf nodes, and vice versa. In the original harmony vector, departments 2 and 5 are assigned twice, but departments 3 and 6 are not assigned. Replace department 2 with department 3 for the second assignment of department 2. Replace department 6 with department 5 for the second assignment of department 5:}$$

$$\text{if } r_{1} \leq \text{HMSCR},$$

$$hm_{ij}(l) \leftarrow hm_{ij}(l)$$

$$\in \{hm_{i1}(l), hm_{i2}(l), \ldots, hm_{iHMS2}(l)\}, \quad (37)$$

$$j \neq j, l \in \{2n + 1, \ldots, 4n - 2\};$$

$$j = 1, \ldots, HMS2; \quad i = 1, \ldots, HMS1.$$

3.4.2. Random Selection. Two random selection procedures are performed in this study. Note that RS rule 1 is valid only for generating an actual slicing content.

$$RS \text{ Rule 1. If } r_{1} > \text{HMSCR, randomly generate an actual slicing content according to the given blank slicing sequence:}$$

$$\text{if } r_{1} > \text{HMSCR,}$$

$$hm_{ij}(l-2n-1) = 0, \quad hm_{ij}(l) \leftarrow hm_{ij}(l) \in \{0, 1\}$$

$$\text{if } hm_{ij}(l-2n-1) = 1,$$
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Row 1: 0 0 0 1 0 1 0 1 1 1 1 1 0 0 1 2 0 3 4 5 6 Fitness
Row 2: 0 0 0 1 0 1 1 1 1 0 1 0 1 4 1 2 6 3 5 2 Fitness
... H M S 2: 0 0 0 1 0 1 0 1 1 1 1 1 1 0 4 3 0 1 6 5 2 Fitness
... H M S 1 (−1) × E H M S 2 + 1: 0 1 0 1 1 0 0 1 1 1 1 2 0 1 0 1 4 5 6 Fitness
Row (H M S 1 (−1) × E H M S 2 + 2: 0 0 1 0 1 1 0 0 1 1 1 1 1 1 5 2 1 6 3 4 Fitness
... H M S 1 (−1) × E H M S 2 + 3: 0 0 1 0 1 1 0 0 1 1 1 1 3 2 0 1 0 0 6 5 2 Fitness

Figure 2: Structure of harmony memory matrix.

\( h_{m_{ij}}(l) \leftarrow h_{m_{ij}}(l) \in \{1, \ldots, n\} \)
\( l \in \{2n + 1, \ldots, 4n - 2\}; \quad j = 1, \ldots, \text{HMS2}; \)
\( i = 1, \ldots, \text{HMS1}. \)  

(38)

The correctness of the new harmony vector should also be verified to maintain a one-to-one relationship between departments and leaf nodes.

RS Rule 2. If \( r_1 > \text{HMCR} \), randomly generate a blank slicing sequence and correspondingly generate an actual slicing content:

if \( r_1 > \text{HMCR}, \)
\( h_{m_{ij}}(l) \leftarrow h_{m_{ij}}(l) \in \{0, 1\} \quad l = 1, \ldots, 2n - 1; \)
\( i = 1, \ldots, \text{HMS1}, \)

if \( h_{m_{ij}}(l - 2n - 1) = 0, \)
\( h_{m_{ij}}(l) \leftarrow h_{m_{ij}}(l) \in \{0, 1\} \)

if \( h_{m_{ij}}(l - 2n - 1) = 1, \)
\( h_{m_{ij}}(l) \leftarrow h_{m_{ij}}(l) \in \{1, \ldots, n\} \)
\( l \in \{2n + 1, \ldots, 4n - 2\}; \quad j = 1, \ldots, \text{HMS2}; \)
\( i = 1, \ldots, \text{HMS1}. \)

(39)

(40)

Note that a blank slicing sequence is randomly generated by following the principles proposed by Shayan and Chittilappilly [18]. The correctness of the new harmony vector also should be checked to maintain a one-to-one relationship between departments and leaf nodes.

3.4.3. Pitch Adjustment. Within the new harmony vector, every component obtained by the memory consideration is examined to determine whether it should be pitch-adjusted. Three pitch adjustment procedures are performed in this study. Note that PA rule 1 is valid only for changing an actual slicing content.

PA Rule 1: A Leaf Node Switches with Another Leaf Node. If a pitch adjustment decision of actual slicing contents for \( h_{m_{ij}}(l) \)
is yes, \( h_{m_{ij}}(l) \) is switched with \( h_{m_{ij}}(l + k) \), and the pitch-adjusted values of \( h_{m_{ij}}(l) \) and \( h_{m_{ij}}(l + k) \) become as follows:

if \( r_1 \leq \text{HMCR}, \quad r_2 \leq \text{PAR}, \)
if \( h_{m_{ij}}(l - 2n - 1) = h_{m_{ij}}(l - 2n - 1 + k) = 1, \)
\( h_{m_{ij}}(l) \leftarrow h_{m_{ij}}(l) = h_{m_{ij}}(l + k), \)

(41)

(42)

where \( k \) is the neighboring index, \( k \in \{\ldots, -2, -1, 1, 2, \ldots\} \).

Because the chosen nodes for pitch adjustment are leaf nodes, that is, \( h_{m_{ij}}(l - 2n - 1) = h_{m_{ij}}(l - 2n - 1 + k) = 1 \), this operation of such a pitch adjustment is like switching between departments. The STS has not changed. The pitch adjustment occurs between each two leaf nodes. For example, there is an original harmony vector as follows:

\[ (0-0-0-0-1-1-1-1) \quad (1-0-0-1-1-1-1) \quad (1-0-0-1-1) \quad (1-0-0-1-1) \quad (1-0-0-1-1) \quad (1-0-0-1-1) \quad (1-0-0-1-1) \quad (1-0-0-1-1) \quad \text{Fitness value}. \]

If the fifteenth position of the harmony vector is chosen to be adjusted and the neighboring index \( k \) is set as +3, we have an adjusted harmony vector:

\[ (0-0-0-0-1-1-1-1) \quad (1-0-0-1-1-1-1) \quad (1-0-0-1-1) \quad (1-0-0-1-1) \quad (1-0-0-1-1) \quad (1-0-0-1-1) \quad (1-0-0-1-1) \quad (1-0-0-1-1) \quad \text{Fitness value}. \]

Corresponding facility layouts are shown in Figure 3.

If a pitch adjustment decision of a blank slicing sequence for \( h_{m_{ij}}(l) \) stands, three cases will be considered.

PA Rule 2: A Cut Node Switches with a Leaf Node. If \( h_{m_{ij}}(l) \) is switched with \( h_{m_{ij}}(l + k) \), pitch-adjusted values of \( h_{m_{ij}}(l), h_{m_{ij}}(l + k), h_{m_{ij}}(l + 2n - 1), \) and \( h_{m_{ij}}(l + 2n - 1 + k) \) become as follows:

if \( r_1 \leq \text{HMCR}, \quad r_2 \leq \text{PAR}, \)
if \( h_{m_{ij}}(l) + h_{m_{ij}}(l + k) = 1, \)
\( h_{m_{ij}}(l) \leftarrow h_{m_{ij}}(l) = h_{m_{ij}}(l + k), \)

(43)
If the fifth position of the harmony vector is chosen to be adjusted and the neighboring index $k$ is set as $+2$, we have the adjusted harmony vector:

$$\begin{align*}
(0 \underbrace{1 \ldots 1}_{n-1}) - (1-0-0-1-3-1) - \text{(fitness value)}.
\end{align*}$$

Corresponding facility layouts are shown in Figure 4. In this example, the cut node and the lead node are at the same depth of the slicing tree.

Furthermore, we take a cut node and a lead node located at different depths of the slicing tree as an example. An original harmony vector is

$$\begin{align*}
(0 \underbrace{1 \ldots 1}_{n-1}) - (1-0-0-1-3-1) - \text{(fitness value)}.
\end{align*}$$

The third position of the harmony vector is chosen to be adjusted, and the neighboring index $k$ is set as $+2$. Note that the chosen cut node is moved from depth 1 to depth 2 of
the slicing tree. This means that the slicing sequence changes. Furthermore, the relation of a final cut and two leaf nodes is maintained. Then, we reconstruct the slicing tree to obtain the adjusted harmony vector:

$$
(0-0-0-1-0-1-1-1-1) - (1-0-3-0-1-1-2-5-4) - \text{(fitness value)}.
$$

Corresponding facility layouts are shown in Figure 5.

**PA Rule 3: A Cut Node Switches with Another Cut Node**

If $h_{m_j}(l)$ is switched with $h_{m_j}(l + k)$, pitch-adjusted values of $h_{m_j}(l), h_{m_j}(l+k), h_{m_j}(l+2n-1)$, and $h_{m_j}(l+2n-1+k)$ become as follows:

$$
\begin{align*}
\text{if} \ h_{m_j}(l) + h_{m_j}(l + k) &= 0, \\
& \quad h_{m_j}(l) \leftarrow h_{m_j}(l + k) = h_{m_j}(l + k), \\
& \quad l \in \{2, \ldots, 2n-1\}; \quad j = 1, \ldots, \text{HMS2}; \quad i = 1, \ldots, \text{HMS1}, \\
& \quad (47)
\end{align*}
$$

$$
\begin{align*}
\text{if} \ h_{m_j}(l) + h_{m_j}(l + k) &= 0, \\
& \quad h_{m_j}(l + k) \leftarrow h_{m_j}(l) = h_{m_j}(l), \\
& \quad l \in \{2, \ldots, 2n-1\}; \quad j = 1, \ldots, \text{HMS2}; \quad i = 1, \ldots, \text{HMS1}, \\
& \quad (48)
\end{align*}
$$

$$
\begin{align*}
\text{if} \ h_{m_j}(l) + h_{m_j}(l + k) &= 0, \\
& \quad h_{m_j}(l + 2n - 1) \leftarrow h_{m_j}(l + 2n - 1) \\
& \quad = h_{m_j}(l + 2n - 1 + k), \\
& \quad l \in \{2, \ldots, 2n-1\}; \quad j = 1, \ldots, \text{HMS2}; \quad i = 1, \ldots, \text{HMS1}, \\
& \quad (49)
\end{align*}
$$

where $k$ is the neighboring index, $k \in \{-2, -1, 1, 2, \ldots\}$. Because two cut nodes are chosen for pitch adjustment, the STS changes, despite whether these two cut nodes are at the same depth or at different depths. Two leaf nodes under the chosen cut node are moved together.

For example, consider the following original harmony vector:

$$
(0-0-1-0-0-1-1-1-1) - (1-0-3-1-0-5-4-1-2) - \text{(fitness value)}.
$$

If the fifth position of the harmony vector is chosen to be adjusted and the neighboring index $k$ is set as $-2$, these two cut nodes are at different depths of the slicing tree. We reconstruct the slicing tree, and the adjusted harmony vector is

$$
(0-0-1-0-0-1-1-1-1) - (1-0-1-0-1-5-4-1-2) - \text{(fitness value)}.
$$

Corresponding facility layouts are shown in Figure 6.

We take two cut nodes at the same depth of the slicing tree as another example. The original harmony vector is

$$
(0-0-1-0-0-1-1-1-1) - (1-0-1-0-1-5-4-1-2) - \text{(fitness value)}.
$$

The fourth position of the harmony vector is chosen to be adjusted, and the neighboring index $k$ is set as $+1$. Two cut nodes are swapped. This means that the slicing sequence changes. The relation of a final cut and two leaf nodes is maintained. Then, we reconstruct the slicing tree, and the adjusted harmony vector is

$$
(0-0-1-0-0-1-1-1-1) - (1-0-1-0-1-5-4-1-2) - \text{(fitness value)}.
$$

Corresponding facility layouts are shown in Figure 7.
3.5. A Self-Learning Parameter Setting Mechanism. The parameters of the HS algorithm are harmony memory size (HMS), harmony memory consideration rate (HMCR), pitch adjusting rate (PAR), and number of improvisations (NI). In general, the values of HMS and NI are user-specified in order to address problems with different dimensions. Assume that the values of HMCR and PAR are normally distributed in reasonable ranges. During a specified learning period, the HMCR (PAR) value associated with the generated harmony vector successfully replacing the worst harmony vector in the HM is recorded, and HMCR$_m$ (PAR$_m$) is recalculated by averaging all recorded HMCR (PAR) values. With the new mean and the given standard deviation, a new HMCR (PAR) value is produced and used in the later iterations. As a result, a proper HMCR (PAR) value can be gradually learned. Detailed procedures are presented as follows.

**Step 1.** Initialize the learning period counter. Set $l = 0$.

**Step 2.** Randomly generate HMCR$_m$ based on the corresponding normal distribution with a mean of $\mu_{\text{HMCR}}$ and a standard deviation of $\sigma_{\text{HMCR}}$.

**Step 3.** Randomly generate PAR$_m$ based on the corresponding normal distribution with a mean of $\mu_{\text{PAR}}$ and a standard deviation of $\sigma_{\text{PAR}}$.

**Step 4.** Randomly generate number $r_1$, where $0 \leq r_1 \leq 1$.

**Step 5.** Update the learning period counter. Let $l = l + 1$.

**Step 6.** If $r_1 \leq \text{HMCR}_m$, generate a new harmony vector based on memory consideration rule. Otherwise, go to Step 9.

**Step 7.** Randomly generate a number $r_2$, where $0 \leq r_2 \leq 1$.

**Step 8.** If $r_2 \leq \text{PAR}_m$, generate a new harmony vector based on pitch adjustment rule. Otherwise, go to Step 10.

**Step 9.** Generate a new harmony vector based on random selection rule.

**Step 10.** Evaluate the fitness value of the new harmony vector generated is Step 6, 8, or 9.

**Step 11.** If the fitness value of the new harmony vector is better than the worst harmony vector in the specific range of HM, record this HMCR$_m$ and PAR$_m$.

**Step 12.** Update the mean value of HMCR according to the current value and the recorded lists of HMCR$_m$.

**Step 13.** Update the mean value of PAR according to the current value and the recorded lists of PAR$_m$.

**Step 14.** If the length of the learning period $l$ is less than LP, then go to Step 2.

3.6. Overall Algorithm. Because we adopt a regional structure of HM, two kinds of harmony improvisation are needed to develop. New harmony improvisation of HM submatrix is achieved by generating or changing actual slicing contents, that is, MC rule, RS rule 1, and PA rule 1. They are local searching mechanisms of regional HM. The best harmony vectors of each HM submatrix are bases of new harmony improvising of HM. RS rule 2, PA rule 2, and PA rule 3 can also be followed in this searching stage. Not only actual slicing contents but also slicing sequences are changed in these three procedures of improvisation. They are global searching mechanisms of the proposed algorithm. The flow chart of SHS-QCP-STS is given in Figure 8.

The overall procedure of the SHS-QCP-STS is given as follows.

**Step 1.** Specify parameter setting and initialization.

**Step 1.1.** Specify the SHS algorithm parameters: harmony memory size (HMS$_1 \times$ HMS$_2$), initial mean value of harmony memory considering rate ($\mu_{\text{HMCR}}$), initial standard deviation of harmony memory considering rate ($\sigma_{\text{HMCR}}$), initial mean value of pitch adjusting rate ($\mu_{\text{PAR}}$), initial standard deviation of pitch adjusting rate ($\sigma_{\text{PAR}}$), length of the learning period (LP), and number of iterations ($N_1, N_2$).

**Step 1.2.** Initialize the fitness value of the current best solution. Set $z^* = \infty$.

**Step 2.** Initialize the harmony memory matrix.

**Step 2.1.** Initialize harmony counter 1. Set $m_1 = 0$.

**Step 2.2.** Randomly generate a blank slicing sequence.

**Step 2.3.** Update harmony counter 1. Let $m_1 := m_1 + 1$.

**Step 2.4.** Initialize harmony counter 2. Set $m_2 = 0$.

**Step 2.5.** Randomly generate the actual slicing contents based on the blank slicing sequence generated in Step 2.2.
Step 2.6. Solve the proposed QCP model to evaluate the fitness value of the generated harmony vector.

Step 2.7. Update harmony counter 2. Let \( m_2 := m_2 + 1 \).

Step 2.8. If the number of harmony counter 2, \( m_2 \), is less than HMS2, then go to Step 2.5.

Step 2.9. Sort Row \( 1 + (m_1 - 1) \times \text{HMS2} \) to Row \( m_1 \times \text{HMS2} \) of the harmony memory matrix based on their fitness value.

Step 2.10. If the number of the harmony counter 1, \( m_1 \), is less than HMS1, then go to Step 3.2.

Step 3. Improvize the initial harmony memory matrix by changing actual slicing contents.

Step 3.1. Initialize harmony counter 1. Set \( m_1 = 0 \).

Step 3.2. Initialize the loop counter. Set \( n = 1 \).

Step 3.3. Applying the MC rule, RS rule 1, and PA rule 1, generate a new harmony vector by changing actual slicing contents based on the harmony memory submatrix \( [hm_m]_{\text{HMS2} \times (4n-1)} \). Row \( 1 + (m_1 - 1) \times \text{HMS2} \) to Row \( m_1 \times \text{HMS2} \) of the harmony memory matrix. Herein,
a self-learning parameter setting mechanism is adopted to determine HMCR\textsubscript{a} and PAR\textsubscript{a}.

Step 3.4. Solve the proposed QCP model to evaluate the fitness value of the new harmony vector.

Step 3.5. Update the harmony memory submatrix $[\hat{h}\text{m}_{m1}]_{HMS2 \times (4n-1)}$.

The new harmony vector, generated in Step 3.3, replaces the worst harmony vector in the harmony memory submatrix $[\hat{h}\text{m}_{m1}]_{HMS2 \times (4n-1)}$ only if its fitness value is better than that of the worst harmony vector.

Step 3.6. Sort the harmony memory submatrix $[\hat{h}\text{m}_{m1}]_{HMS2 \times (4n-1)}$ based on its fitness value. For the $m$th
harmony memory submatrix \( [h_{m1}]_{HMS \times (4n-1)} \), record the local-best harmony vector.

**Step 3.7.** Update the loop counter. Let \( n := n + 1 \).

**Step 3.8.** If the number of the loop \( n \) is less than \( NI_2 \), then go to Step 3.3.

**Step 3.9.** Update harmony counter 1. Let \( m1 := m1 + 1 \).

**Step 3.10.** If the number of harmony counter 1, \( m1 \), is less than \( HMS1 \), then go to Step 3.2.

**Step 4.** Improvize a new harmony.

**Step 4.1.** Initialize the loop counter. Set \( n = 1 \).

**Step 4.2.** Initialize harmony counter 1. Set \( m1 = 1 \).

**Step 4.3.** Applying one MC rule, two RS rules, and three PA rules, generate a new harmony vector based on the harmony memory matrix at intervals of \( HMS2 \) rows, that is, Row 1, Row 1 + \( HMS2 \), \ldots, and Row \( (1 + (HMS1 - 1) \times HMS2) \). These are the local-best harmony vectors recorded in Step 3.6. In addition, adopt a self-learning parameter setting mechanism to determine \( HMCR_n \) and \( PAR_n \). Two RS rules are randomly selected. The same situation occurs with three PA rules.

**Step 4.4.** Solve the proposed QCP model to evaluate the fitness value of the new harmony vector.

**Step 4.5.** Update the harmony memory matrix at intervals of \( HMS2 \) rows, that is, Row 1, Row 1 + \( HMS2 \), \ldots, and Row \( (1 + (HMS1 - 1) \times HMS2) \).

The new harmony vector replaces the worst harmony vector only if its fitness value is better than that of the worst harmony vector.

**Step 4.6.** Update the current best harmony solution and the current worst harmony solution in the harmony memory matrix at intervals of \( HMS2 \) rows.

**Step 4.7.** Update the loop counter. Let \( n := n + 1 \).

**Step 4.8.** Update harmony counter 1. Let \( m1 := m1 + 1 \).

**Step 4.9.** If the number of harmony counter 1, \( m1 \), is greater than \( HMS1 \), set \( m1 = 1 \).
Step 4.10. If the number of loop $n$ is less than $N_{I_1}$, then go to Step 4.3.

Step 5. Output the current best harmony solution and stop.

4. Numerical Results

4.1. Data and Implementation. To evaluate the effectiveness of the proposed algorithm, a series of computational experiments are performed, and testing results are compared...
to those found in the literature. Test problem sets are listed in Table 1. The original input data of the test problems can be found in the corresponding references [2, 15, 29–31]. Problems VCI0Rs and VCI0Ra are the versions of problem VCI0 using the rectilinear distance metric. There is a fixed department in the original data set of MII; Meller [30] modified the original data set by relaxing the fixed department restriction and named the revised data sets as MII*.

The algorithm is coded with C++ and CPLEX 12.2 Full and tested using an AMD Athlon II X4 620 2.6 GHz CPU processor with 4 GB RAM. CPLEX 12.2 Full can handle problems that have quadratic constraints: QCP problems and mixed-integer quadratically constrained programming (MIQCP) problems.

All parameter values were determined based on previous research and pretuning conducted by this study.
Figure 15: Best solutions found for problem FO7.

Figure 16: Best solutions found for problem FO8.

Table 5: Testing results of problem O7.

<table>
<thead>
<tr>
<th>Combination</th>
<th>Best MWC</th>
<th>Worst MWC</th>
<th>Mean MWC</th>
<th>CPU times (mins)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>134.20</td>
<td>134.36</td>
<td>134.30</td>
<td>10.49</td>
</tr>
<tr>
<td>2</td>
<td>134.20</td>
<td>134.49</td>
<td>134.31</td>
<td>17.94</td>
</tr>
<tr>
<td>3</td>
<td>134.20</td>
<td>134.36</td>
<td>134.22</td>
<td>42.39</td>
</tr>
<tr>
<td>4</td>
<td>134.20</td>
<td>134.36</td>
<td>134.23</td>
<td>28.99</td>
</tr>
<tr>
<td>5</td>
<td>134.20</td>
<td>134.21</td>
<td>134.21</td>
<td>15.68</td>
</tr>
<tr>
<td>6</td>
<td>134.20</td>
<td>135.25</td>
<td>134.31</td>
<td>18.28</td>
</tr>
<tr>
<td>7</td>
<td>134.20</td>
<td>138.01</td>
<td>134.59</td>
<td>25.93</td>
</tr>
<tr>
<td>8</td>
<td>134.20</td>
<td>134.21</td>
<td>134.21</td>
<td>27.24</td>
</tr>
<tr>
<td>9</td>
<td>134.20</td>
<td>134.36</td>
<td>134.23</td>
<td>16.46</td>
</tr>
</tbody>
</table>

The algorithm was replicated 10 times. We set the initial mean value of HMCR and PAR to be equal to 0.98 and 0.3 and the initial standard deviation to be equal to 0.01 and 0.2, respectively. HMCR and PAR were dynamically adapted using learning mechanisms.

4.2 Parameters Pretuning Results. Attribute level settings of four algorithm parameters (NI₁, HMS₁, HMS₂, and LP) were prespecified and are given in Tables 2, 3, and 4 for problems O7, O8, and O9, respectively. NI₂ is two times as many as

Table 6: Testing results of problem O8.

<table>
<thead>
<tr>
<th>Combination</th>
<th>Best MWC</th>
<th>Worst MWC</th>
<th>Mean MWC</th>
<th>CPU times (mins)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>244.72</td>
<td>261.00</td>
<td>255.56</td>
<td>17.07</td>
</tr>
<tr>
<td>2</td>
<td>255.24</td>
<td>260.52</td>
<td>258.15</td>
<td>27.36</td>
</tr>
<tr>
<td>3</td>
<td>243.18</td>
<td>260.54</td>
<td>255.78</td>
<td>39.97</td>
</tr>
<tr>
<td>4</td>
<td>243.18</td>
<td>260.51</td>
<td>254.90</td>
<td>40.03</td>
</tr>
<tr>
<td>5</td>
<td>246.31</td>
<td>261.67</td>
<td>257.02</td>
<td>23.96</td>
</tr>
<tr>
<td>6</td>
<td>243.18</td>
<td>267.12</td>
<td>255.07</td>
<td>27.73</td>
</tr>
<tr>
<td>7</td>
<td>244.73</td>
<td>261.00</td>
<td>253.75</td>
<td>38.79</td>
</tr>
<tr>
<td>8</td>
<td>243.18</td>
<td>260.51</td>
<td>251.97</td>
<td>40.62</td>
</tr>
<tr>
<td>9</td>
<td>243.18</td>
<td>260.58</td>
<td>256.06</td>
<td>23.77</td>
</tr>
</tbody>
</table>

Table 7: Testing results of problem O9.

<table>
<thead>
<tr>
<th>Combination</th>
<th>Best MWC</th>
<th>Worst MWC</th>
<th>Mean MWC</th>
<th>CPU times (mins)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>243.69</td>
<td>265.92</td>
<td>256.41</td>
<td>18.46</td>
</tr>
<tr>
<td>2</td>
<td>245.80</td>
<td>262.17</td>
<td>254.27</td>
<td>34.92</td>
</tr>
<tr>
<td>3</td>
<td>247.04</td>
<td>260.85</td>
<td>253.20</td>
<td>53.10</td>
</tr>
<tr>
<td>4</td>
<td>240.83</td>
<td>254.07</td>
<td>247.53</td>
<td>112.57</td>
</tr>
<tr>
<td>5</td>
<td>245.32</td>
<td>263.90</td>
<td>253.59</td>
<td>53.66</td>
</tr>
<tr>
<td>6</td>
<td>241.06</td>
<td>260.52</td>
<td>252.03</td>
<td>43.19</td>
</tr>
<tr>
<td>7</td>
<td>240.83</td>
<td>257.72</td>
<td>248.23</td>
<td>93.16</td>
</tr>
<tr>
<td>8</td>
<td>236.14</td>
<td>258.57</td>
<td>246.85</td>
<td>67.31</td>
</tr>
<tr>
<td>9</td>
<td>244.94</td>
<td>262.13</td>
<td>256.25</td>
<td>61.07</td>
</tr>
</tbody>
</table>

Table 8: Statistical data on results and computation time of the proposed algorithm.

<table>
<thead>
<tr>
<th>Problem set</th>
<th>Best MWC</th>
<th>Worst MWC</th>
<th>Mean MWC</th>
<th>CPU times (mins)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O7</td>
<td>130.54</td>
<td>143.38</td>
<td>137.84</td>
<td>3.16</td>
</tr>
<tr>
<td>O8</td>
<td>243.18</td>
<td>260.54</td>
<td>255.78</td>
<td>4.00</td>
</tr>
<tr>
<td>O9</td>
<td>236.14</td>
<td>258.57</td>
<td>246.85</td>
<td>6.73</td>
</tr>
<tr>
<td>FO7</td>
<td>17.75</td>
<td>20.80</td>
<td>19.65</td>
<td>2.79</td>
</tr>
<tr>
<td>FO8</td>
<td>22.39</td>
<td>24.83</td>
<td>23.85</td>
<td>3.54</td>
</tr>
<tr>
<td>vC10Rs</td>
<td>20770.89</td>
<td>23715.31</td>
<td>22623.16</td>
<td>22.73</td>
</tr>
<tr>
<td>vC10Ra</td>
<td>19465.77</td>
<td>21342.42</td>
<td>22309.43</td>
<td>22.24</td>
</tr>
<tr>
<td>M11*</td>
<td>1189.95</td>
<td>1356.01</td>
<td>1295.09</td>
<td>37.02</td>
</tr>
<tr>
<td>Nug12</td>
<td>243.61</td>
<td>300.49</td>
<td>281.80</td>
<td>50.00</td>
</tr>
<tr>
<td>AB20</td>
<td>5151.86</td>
<td>6306.68</td>
<td>5682.54</td>
<td>334.12</td>
</tr>
</tbody>
</table>
The L9 combinations (4 factors, 3 levels) were generated by Taguchi's robust parameter design method using the orthogonal array method for each algorithm parameter.

The testing results of problems O7, O8, and O9 are given in Tables 5, 6, and 7. The level average response analysis is carried out by averaging the experimental results from three test runs corresponding to each level of each parameter. Figures 9, 10, and 11 give the results of level average response analysis by $S/N$ ratio for problems O7, O8, and O9. It is found that the best factor level of $NI_1$ is 40 to 55, HMS 1 is 30 to 35, HMS 2 is 40 to 45, and LP is 100 to 110. The factor levels slightly increase as the problem size increases.

### 4.3. Testing Results

The statistical results of the proposed algorithm are summarized in Table 8. The proposed algorithm is robust since the difference between the best and worst solutions is relatively low. The computational time is acceptable for planning purposes. The best solutions found for problems are shown in Figures 12, 13, 14, 15, 16, 17, 18, 19, 20, and 21.

The results of the SHS-QCP-STS approach are compared to the results of mathematical programming approaches proposed by Sherali et al. [32] and Castillo et al. [33] as well as heuristic approaches proposed by Liu and Meller [20], Scholz et al. [10], and Komarudin and Wong [19]. We compare the results of SHS-QCP-STS to optimal solutions.
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Figure 19: Best solutions found for problem vC10Ra.

Figure 20: Best solutions found for problem M11*.

Figure 21: Best solutions found for problem Nug12.
obtained by a MINLP approach. As shown in Table 9, the best layouts obtained for O8, O9, FO7, and FO8 are the same as or similar to layouts which are found to be optimal by Sherali et al. [32] or Castillo et al. [33]. For O7, the SHS-QCP-STS found a new solution which improves by 0.16% over its previous best-known solution found by Castillo et al. [33]. For vC10Rs, the SHS-QCP-STS found a better solution found by the mathematical programming approach.

Next, we show that the SHS-QCP-STS approach is able to compete against other metaheuristic approaches. In Table 9, for O7, O8, O9, and FO7, SHS-QCP-STS can find better layouts than other metaheuristic approaches. Note that the best layout obtained for O8 is the same layout found by Komarudin and Wong [19] although SHS-QCP-STS reports slightly higher material workflow costs. For O7, the SHS-QCP-STS found the new best STS solutions which improve over the previous best-known STS solution by 0.79%. Furthermore, the best layout obtained for AB20 is very similar to previous best-known solutions except for changing department 10 with department 14, as shown in Figure 18.

In addition, the results of the SHS-QCP-STS approach are also compared to the results of mathematical programming approaches used by Konak et al. [34] as well as heuristic approaches used by Wong and Komarudin [35] and Kulturel-Konak and Konak [36]. As shown in Table 10, a new best STS solution (MWC = 19465.77) found by the SHS-QCP-STS significantly improved the best-known solutions of problem vC10Ra, with a 9.31% improvement for Konak et al. [34] and Wong and Komarudin [35] as well as 3.36% improvement for Kulturel-Konak and Konak [36]. These three layout results are illustrated in Figure 19.

For M11*, the SHS-QCP-STS found a new STS solution (MWC = 1189.95), shown in Figure 20, which is 1.18% better than the previous best-known solution solved by Wong and Komarudin [35]. A new best STS solution (MWC = 243.61) found by the SHS-QCP-STS significantly improved over the best-known solutions of Nug12, with an 8.28% improvement for Konak et al. [34] and a 7.02% improvement for Wong and Komarudin [35]. These three layout results are illustrated in Figure 21. Note that the new best STS solution is an asymmetric FBS solution.

### 5. Conclusion

In this research, a hybrid self-adaptive harmony search algorithm/quadratically constrained program approach is proposed for solving the unequal-area block layout problem with slicing tree structure, which is one of the layout representations in the block FLP. The proposed algorithm performs well and improves several problems compared to metaheuristics such as GA, TS, and AS as well as exact methods from the literature. The computational results show that the proposed self-adaptive harmony search based heuristic is effective and can find optimal or near-optimal solutions for most problems with fewer than 20 departments. However, one limitation of this study is the size of the layout, which should be expanded. Moreover, it would be interesting for future research to consider other practical layout restrictions such as fixed department location and fixed department size.
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