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Abstract. 
Although single-criterion recommender systems have been successfully used in several applications, multicriteria rating systems which allow users to specify ratings for various content attributes of individual items are gaining importance in recommendation context. An overall rating of an unrated item is often obtained by the weighted average method (WAM) when criterion weights are available. However, the assumption of additivity for the WAM is not always reasonable. For this reason, this paper presents a new collaborative-filtering approach using multicriteria ratings, in which a nonadditive technique in Multicriteria decision making (MCDM), namely, the Choquet integral, is used to aggregate multicriteria ratings for unrated items. Subsequently, the system can recommend items with higher overall ratings for each user. The degrees of importance of the respective criteria are determined by a genetic algorithm. In contrast to the additive weighted average aggregation, the Choquet integral does not ignore the interaction among criteria. The applicability of the proposed approach to the recommendation of the initiators on a group-buying website is examined. Experimental results demonstrate that the generalization ability of the proposed approach performs well compared with other similarity-based collaborative-filtering approaches using multicriteria ratings.


1. Introduction
It is well known that personalized recommender systems can avoid information overload by providing items which are more relevant to consumers [1–3]. These recommended items with higher predicted overall ratings enable greater cross-selling to be achieved. In particular, single-criterion recommender systems have been successful in a number of personalization applications. The key property of such systems is that users are required to offer only a single-criterion or overall rating for each consumed item. In other words, users cannot express their preference for each criterion of these items. However, practical problems are often characterized by several criteria [4]. Recommender systems should benefit from leveraging multicriteria information because it can potentially improve recommendation accuracy [5]. Several online sites, such as Zagat’s Guide for restaurants, Buy.com, and Yahoo! Movies, provide a recommendation service that uses multicriteria ratings for each object. In contrast to Yahoo! Movies, the rating on each criterion for a restaurant in Zagat’s Guide is the same for all users, which means that multicriteria ratings in Zagat’s Guide are not personalized. The uniqueness of Yahoo! Movies indicates that personalization multicriteria recommender systems may become an important component in personalization applications.
Multicriteria rating problems could be an important issue for the next generation of recommender systems [5, 6]. Multicriteria recommender systems have been addressed in several approaches. For instance, Schafer [7] presented a metarecommendation system with DynamicLens which lets users express their preference and relative importance for each criterion. As a result, the system will filter the preferred items on the basis of their requirements. Lee et al. [8] proposed intelligent agent-based systems for personalized recommendations. Because they assume that the value or rank of each criterion is the same for all users, such systems do not take personalization into account. Ricci and Werthner [9] employed case-based querying to recommend travel planning with multiple criteria (e.g., location and activity). These recommendation systems do not allow users to specify their subjective perception of the various criteria of individual items.
From the viewpoint of multicriteria decision making (MCDM), the overall rating has a certain relationship with the multicriteria ratings for an item. For this, in contrast to the multicriteria recommendation systems previously described, Adomavicius and Kwon [5] presented a framework for an aggregation-function-based approach to leverage multicriteria rating information, in which the rating for each criterion can be estimated by the traditional similarity-based approach using single-criterion ratings. Then the output of an aggregation function is regarded as a predicted value of the overall rating of an unrated item. The weighted average method (WAM) is often used as an aggregation function and can aggregate ratings on different criteria when the criterion weights are available [5, 10]. Note that the criterion weights in WAM are interpreted as the relative importance of the criteria. The WAM is a simple decomposed method and assumes that criteria do not interact [11]. However, because the criteria are not always independent, the assumption of additivity is not always reasonable [12] and may affect recommendation performance. Thus, this motivates us to use a nonadditive technique, the Choquet integral [13–16], as an aggregation function. Actually, the Choquet integral is a generalization of the weighted average [17, 18]. To address this, this paper further proposes a novel nonadditive multicriteria recommendation method on the basis of the Choquet integral. Furthermore, because the goal of the proposed approach is to recommend correctly a set of a few relevant items to each user, a variation of the popular 
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-measure is presented to evaluate recommendation performance. To achieve high accuracy, a genetic algorithm (GA) is implemented to determine the parameter specifications.
The remainder of the paper is organized as follows. Section 2 briefly introduces several collaborative-filtering approaches using multicriteria ratings, including the similarity-based and the aggregation-function-based approaches. Section 3 describes the proposed aggregation-function-based collaborative-filtering approach using the Choquet integral and presents an accuracy metric for recommendation performance evaluation. A GA-based method for constructing a nonadditive recommendation model is demonstrated in Section 4. Section 5 applies the proposed nonadditive approach to initiator recommendation on a group-buying website in Taiwan. Section 6 contains the discussion and conclusions.
2. Collaborative-Filtering Approaches Using Multicriteria Ratings
Collaborative-filtering approaches rely on the ratings of a user as well as those of other users in the system [19]. The key idea is to recommend items that users with similar preferences have liked in the past. Traditional collaborative-filtering approaches using single-criterion rating can be categorized into two classes: neighborhood-based and model-based approaches. Adomavicius and Kwon [5] presented the similarity-based and aggregation-function-based methods within neighborhood-based approaches. The latter is the focus of this paper.
2.1. Similarity-Based Approach
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In this example, without losing generality, the estimate of the overall rating that Frances would give to Ryan is based on the similarity between Frances and user 
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The cosine-based similarity measure is most commonly used to derive 
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(2)worst-case similarity:
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In addition to the cosine-based similarity measure, a distance-based similarity can be formulated as follows:
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2.2. Aggregation-Function-Based Approach
In contrast to the similarity-based approach, the aggregation-function-based approach assumes that a certain relationship exists between the overall rating and the multicriteria ratings of items. Undoubtedly, the aggregation function plays an important role for an aggregation-function-based approach. The rating function 
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. Unfortunately, as mentioned above, this assumption is not warranted in many applications [4]. Because the fuzzy integral does not assume the independence of elements [17, 18], it is reasonable to obtain 
	
		
			

				𝑟
			

			
				F
				r
				a
				n
				c
				e
				s
			

			

				,
			

			
				R
				y
				a
				n
			

			

				0
			

		
	
 by using a nonadditive Choquet integral to aggregate 
	
		
			

				𝑟
			

			
				F
				r
				a
				n
				c
				e
				s
			

			

				,
			

			
				R
				y
				a
				n
			

			

				1
			

		
	
 and 
	
		
			

				𝑟
			

			
				F
				r
				a
				n
				c
				e
				s
			

			

				,
			

			
				R
				y
				a
				n
			

			

				2
			

		
	
.
3. Non-Additive Aggregation-Function-Based Collaborative-Filtering Approach
In this section, the fuzzy measure used for describing the interaction among attributes in a set is first described in Section 3.1. Section 3.2 presents the proposed approach using the Choquet integral and an accuracy metric for recommendation performance evaluation.
3.1. Description of the Interaction Using a Fuzzy Measure
Let 
	
		
			
				𝑃
				(
				𝑋
				)
			

		
	
 denote the power set of 
	
		
			
				𝑋
				=
				{
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				,
				…
				,
				𝑥
			

			

				𝑛
			

			

				}
			

		
	
, where 
	
		
			

				𝑋
			

		
	
 is called the feature space. Then 
	
		
			
				(
				𝑋
				,
				𝑃
				(
				𝑋
				)
				)
			

		
	
 is a measurable space. A nonadditive and nonnegative set function 
	
		
			
				𝜇
				∶
				𝑃
				(
				𝑋
				)
				→
				[
				0
				,
				1
				]
			

		
	
 is a fuzzy measure that satisfies the following conditions [22–24]:(1)
	
		
			
				𝜇
				(
				∅
				)
				=
				0
			

		
	
;(2)for all 
	
		
			
				𝑅
				,
				𝑆
				∈
				𝑃
				(
				𝑋
				)
			

		
	
, if 
	
		
			
				𝑅
				⊂
				𝑆
			

		
	
, then 
	
		
			
				𝜇
				(
				𝑅
				)
				≤
				𝜇
				(
				𝑆
				)
			

		
	
 (monotonicity);(3)for every sequence of subsets of 
	
		
			

				𝑋
			

		
	
, if either 
	
		
			

				𝑅
			

			

				1
			

			
				⊆
				𝑅
			

			

				2
			

			
				⊆
				⋯
			

		
	
 or 
	
		
			

				𝑅
			

			

				1
			

			
				⊇
				𝑅
			

			

				2
			

			
				⊇
				⋯
			

		
	
, then 
	
		
			
				l
				i
				m
			

			
				𝑖
				→
				∞
			

			
				𝜇
				(
				𝑅
			

			

				𝑖
			

			
				)
				=
				𝜇
				(
				l
				i
				m
			

			
				𝑖
				→
				∞
			

			

				𝑅
			

			

				𝑖
			

			

				)
			

		
	
 (continuity).When 
	
		
			
				𝜇
				(
				𝑋
				)
				=
				1
			

		
	
, 
	
		
			

				𝜇
			

		
	
 is said to be regular. The fuzzy measure is developed to consider the interaction among attributes towards the objective attribute [17] by replacing the usual additive property with the monotonic property.
Let 
	
		
			

				𝜇
			

			

				𝑘
			

		
	
 denote 
	
		
			
				𝜇
				(
				{
				𝑥
			

			

				𝑘
			

			
				}
				)
			

		
	
, which is called a fuzzy density, and 
	
		
			

				𝐸
			

			

				𝑘
			

			
				=
				{
				𝑥
			

			

				𝑘
			

			
				,
				𝑥
			

			
				𝑘
				+
				1
			

			
				,
				…
				,
				𝑥
			

			

				𝑛
			

			
				}
				(
				1
				≤
				𝑘
				≤
				𝑛
				)
			

		
	
, where 
	
		
			
				0
				≤
				𝜇
			

			

				𝑘
			

			
				≤
				1
			

		
	
. Interaction among the attributes of 
	
		
			

				𝐸
			

			

				𝑘
			

		
	
 can be described using 
	
		
			
				𝜇
				(
				𝐸
			

			

				𝑘
			

			

				)
			

		
	
, which expresses the relative importance or discriminatory power of 
	
		
			

				𝐸
			

			

				𝑘
			

		
	
. This means that 
	
		
			

				𝜇
			

		
	
 can be regarded as an importance measure and then 
	
		
			

				𝜇
			

			

				𝑘
			

		
	
 can be interpreted as the degree of importance of 
	
		
			

				𝑥
			

			

				𝑘
			

		
	
. 
	
		
			
				𝜇
				(
				𝐸
			

			

				𝑘
			

			

				)
			

		
	
 may be less than or greater than 
	
		
			

				𝜇
			

			

				𝑘
			

			
				+
				𝜇
			

			
				𝑘
				+
				1
			

			
				+
				⋯
				+
				𝜇
			

			

				𝑛
			

		
	
, thereby expressing an interaction among the elements 
	
		
			

				𝑥
			

			

				𝑘
			

			
				,
				𝑥
			

			
				𝑘
				+
				1
			

			
				,
				…
				,
				𝑥
			

			

				𝑛
			

		
	
 [12]. For instance, if 
	
		
			

				𝜇
			

			

				1
			

			
				=
				0
				.
				3
			

		
	
, 
	
		
			

				𝜇
			

			

				2
			

			
				=
				0
				.
				5
			

		
	
, and 
	
		
			
				𝜇
				(
				{
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				}
				)
				=
				0
				.
				9
			

		
	
, then 
	
		
			
				𝜇
				(
				{
				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				}
				)
				>
				𝜇
			

			

				1
			

			
				+
				𝜇
			

			

				2
			

		
	
 indicates that the joint contribution of 
	
		
			

				𝑥
			

			

				1
			

		
	
 and 
	
		
			

				𝑥
			

			

				2
			

		
	
 to the decision or the objective attribute is greater than the sum of their individual contributions. This indicates that they would enhance each other.
Among the various options for 
	
		
			

				𝜇
			

		
	
, a 
	
		
			

				𝜆
			

		
	
-fuzzy measure is a convenient means of computing the fuzzy integral [12, 23, 25]. For all 
	
		
			
				𝑅
				,
				𝑆
				∈
				𝑃
				(
				𝑋
				)
			

		
	
 with 
	
		
			
				𝑅
				∩
				𝑆
				=
				∅
			

		
	
, 
	
		
			

				𝜇
			

		
	
 is a 
	
		
			

				𝜆
			

		
	
-fuzzy measure if it satisfies the following property:
(1) 
	
 		
 			
				(
				1
				4
				)
			
 		
	

	
		
			
				𝜇
				(
				∅
				)
				=
				0
				,
				𝜇
				(
				𝑋
				)
				=
				1
				;
			

		
	

(2) 
	
 		
 			
				(
				1
				5
				)
			
 		
	

	
		
			
				𝜇
				(
				𝑅
				∪
				𝑆
				)
				=
				𝜇
				(
				𝑅
				)
				+
				𝜇
				(
				𝑆
				)
				+
				𝜆
				𝜇
				(
				𝑅
				)
				𝜇
				(
				𝑆
				)
				,
				𝜆
				∈
				(
				−
				1
				,
				∞
				)
				.
			

		
	

							The advantage of using the 
	
		
			

				𝜆
			

		
	
-fuzzy measure is that, after determining the fuzzy densities 
	
		
			

				𝜇
			

			

				1
			

			
				,
				𝜇
			

			

				2
			

			
				,
				…
				,
				𝜇
			

			

				𝑛
			

		
	
, 
	
		
			

				𝜆
			

		
	
 can be uniquely determined from the condition 
	
		
			
				𝜇
				(
				𝑋
				)
				=
				1
			

		
	
. 
	
		
			
				𝜇
				(
				𝐸
			

			

				𝑘
			

			

				)
			

		
	
 can be further determined by 
	
		
			

				𝜆
			

		
	
 and 
	
		
			

				𝜇
			

			

				𝑗
			

		
	
 as follows:
								
	
 		
 			
				(
				1
				6
				)
			
 		
	

	
		
			
				1
				𝜇
				(
				𝐸
				𝑘
				)
				=
			

			
				
			
			
				𝜆
				
				
			

			
				𝑖
				=
				𝑘
				⋯
				𝑛
			

			
				
				1
				+
				𝜆
				𝜇
			

			

				𝑖
			

			
				
				
				.
				−
				1
			

		
	

							As mentioned above, 
	
		
			
				𝜇
				(
				𝑅
				∪
				𝑆
				)
			

		
	
 expresses the importance of 
	
		
			
				𝑅
				∪
				𝑆
			

		
	
. The value of 
	
		
			

				𝜆
			

		
	
 determines the nature of the interaction between 
	
		
			

				𝑅
			

		
	
 and 
	
		
			

				𝑆
			

		
	
. If 
	
		
			
				𝜆
				>
				0
			

		
	
, there is a multiplicative effect between 
	
		
			

				𝑅
			

		
	
 and 
	
		
			

				𝑆
			

		
	
 (i.e., 
	
		
			

				𝑅
			

		
	
 and 
	
		
			

				𝑆
			

		
	
 are superadditive); if 
	
		
			
				𝜆
				<
				0
			

		
	
 there is a substitutive effect between 
	
		
			

				𝑅
			

		
	
 and 
	
		
			

				𝑆
			

		
	
 (i.e., 
	
		
			

				𝑅
			

		
	
 and 
	
		
			

				𝑆
			

		
	
 are subadditive). If 
	
		
			
				𝜆
				=
				0
			

		
	
, then 
	
		
			

				𝑅
			

		
	
 and 
	
		
			

				𝑆
			

		
	
 are not interactive: 
	
		
			
				𝜇
				(
				𝑅
				∪
				𝑆
				)
				=
				𝜇
				(
				𝑅
				)
				+
				𝜇
				(
				𝑆
				)
			

		
	
. Actually, the sign of 
	
		
			

				𝜆
			

		
	
 can be identified by 
	
		
			

				∑
			

			
				𝑛
				𝑖
				=
				1
			

			

				𝜇
			

			

				𝑖
			

		
	
. In other words, if 
	
		
			

				∑
			

			
				𝑛
				𝑖
				=
				1
			

			

				𝜇
			

			

				𝑖
			

			
				>
				1
			

		
	
, then 
	
		
			
				−
				1
				<
				𝜆
				<
				0
			

		
	
; if 
	
		
			

				∑
			

			
				𝑛
				𝑖
				=
				1
			

			

				𝜇
			

			

				𝑖
			

			
				<
				1
			

		
	
, then 
	
		
			
				𝜆
				>
				0
			

		
	
; and if 
	
		
			

				∑
			

			
				𝑛
				𝑖
				=
				1
			

			

				𝜇
			

			

				𝑖
			

			
				=
				1
			

		
	
, then 
	
		
			
				𝜆
				=
				0
			

		
	
.
3.2. The Proposed Non-Additive Approach
3.2.1. Aggregating Multicriteria Ratings Using the Choquet Integral
To consider interactions among criteria, a nonadditive collaborative-filtering approach is proposed to estimate, for instance, 
	
		
			

				𝑟
			

			
				0
				𝑢
				,
				𝑣
			

		
	
, using the Choquet integral, where 
	
		
			

				𝑣
			

		
	
 is an initiator but has not been rated by 
	
		
			

				𝑢
			

		
	
. The Choquet integral, which is a generalization of the linear Lebesgue integral (e.g., the weighted average method) [17], can be represented in terms of fuzzy measures [12, 18]. Let 
	
		
			

				𝐱
			

			

				𝑖
			

			
				=
				(
				𝑥
			

			
				𝑖
				1
			

			
				,
				𝑥
			

			
				𝑖
				2
			

			
				,
				…
				,
				𝑥
			

			
				𝑖
				𝑛
			

			
				)
				=
				(
				𝑟
			

			
				1
				𝑢
				,
				𝑣
			

			
				,
				𝑟
			

			
				2
				𝑢
				,
				𝑣
			

			
				,
				…
				,
				𝑟
			

			
				𝑛
				𝑢
				,
				𝑣
			

			

				)
			

		
	
. For the proposed nonadditive aggregation-function-based approach, the synthetic evaluation of 
	
		
			

				𝐱
			

			

				𝑖
			

		
	
 can be further obtained by the Choquet integral. Let 
	
		
			

				𝑓
			

			
				(
				𝑖
				)
			

		
	
 with respect to 
	
		
			

				𝐱
			

			

				𝑖
			

		
	
 be a non-negative, real-valued measurable function defined on 
	
		
			

				𝑋
			

		
	
 such that 
	
		
			

				𝑓
			

			
				(
				𝑖
				)
			

			
				(
				𝑥
			

			

				𝑘
			

			
				)
				=
				𝑥
			

			
				𝑖
				𝑘
			

			
				(
				𝑘
				=
				1
				,
				2
				,
				…
				,
				𝑛
				)
			

		
	
 falls into a certain range. The element in 
	
		
			

				𝑋
			

		
	
 with 
	
		
			
				m
				i
				n
				{
				𝑓
			

			
				(
				𝑖
				)
			

			
				(
				𝑥
			

			

				𝑘
			

			
				)
				∣
				𝑘
				=
				1
				,
				2
				,
				…
				,
				𝑛
				}
			

		
	
 is renumbered as one, where 
	
		
			

				𝑓
			

			
				(
				𝑖
				)
			

			
				(
				𝑥
			

			

				𝑘
			

			

				)
			

		
	
 denotes the performance or observation value of 
	
		
			

				𝑥
			

			

				𝑘
			

		
	
 with respect to 
	
		
			

				𝐱
			

			

				𝑖
			

		
	
. In other words, all elements 
	
		
			

				𝑥
			

			

				𝑘
			

		
	
 are rearranged in order of descending 
	
		
			

				𝑓
			

			
				(
				𝑖
				)
			

			
				(
				𝑥
			

			

				𝑘
			

			

				)
			

		
	
, so that 
	
		
			

				𝑓
			

			
				(
				𝑖
				)
			

			
				(
				𝑥
			

			

				1
			

			
				)
				≤
				𝑓
			

			
				(
				𝑖
				)
			

			
				(
				𝑥
			

			

				2
			

			
				)
				≤
				⋯
				≤
				𝑓
			

			
				(
				𝑖
				)
			

			
				(
				𝑥
			

			

				𝑛
			

			

				)
			

		
	
. As illustrated in Figure 1, the Choquet integral 
	
		
			
				∫
				𝑓
				(
				𝑐
				)
			

			
				(
				𝑖
				)
			

			
				d
				𝜇
			

		
	
 over 
	
		
			

				𝑋
			

		
	
 of 
	
		
			

				𝑓
			

		
	
 with respect to 
	
		
			

				𝜇
			

		
	
 is defined as follows:
										
	
 		
 			
				(
				1
				7
				)
			
 		
	

	
		
			
				
				𝑓
				(
				𝑐
				)
			

			
				(
				𝑖
				)
			

			
				d
				𝜇
				=
			

			

				𝑛
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑓
			

			
				(
				𝑖
				)
			

			
				
				𝑥
			

			

				𝑘
			

			
				𝜇
				
				𝐸
				
				
			

			

				𝑘
			

			
				
				
				𝐸
				−
				𝜇
			

			
				𝑘
				+
				1
			

			
				,
				
				
			

		
	

									where 
	
		
			
				𝜇
				(
				𝐸
			

			
				𝑛
				+
				1
			

			

				)
			

		
	
 is specified as zero and 
	
		
			

				𝑅
			

			

				0
			

			
				∫
				𝑓
				(
				𝑢
				,
				𝑣
				)
				=
				(
				𝑐
				)
			

			
				(
				𝑖
				)
			

			
				d
				𝜇
			

		
	
. If 
	
		
			

				∑
			

			

				𝑗
			

			

				𝜇
			

			

				𝑗
			

		
	
 is equal to one, the Choquet integral coincides with the WAM.


	
		
			
				
			
				
			
		
	





	
		
			
				
			
				
			
		
	







	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	
	
		
	



Figure 1: Graphical representation of Choquet fuzzy integral.


3.2.2. Evaluating Recommendation Performance
The performance of a recommendation approach can be evaluated by decision-support accuracy metrics which determine how well the recommendation approach can predict items the user would rate highly. Commonly used metrics are precision, recall, and the 
	
		
			

				𝐹
			

		
	
-measure. Precision is the number of truly high overall ratings expressed as a fraction of the total number of ratings that the system predicted they would be high; recall is the number of correctly predicted high ratings expressed as a fraction of all the ratings known to be high, while the 
	
		
			

				𝐹
			

		
	
-measure is the harmonic mean of precision and recall. Often, there is an inverse relationship between precision and recall because it is possible to increase one at the cost of reducing the other. Usually, precision and recall scores are not discussed in isolation. Therefore, it pays to take into account the 
	
		
			

				𝐹
			

		
	
-measure [1] as follows:
										
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			
				𝐹
				=
				2
				p
				r
				e
				c
				i
				s
				i
				o
				n
				⋅
				r
				e
				c
				a
				l
				l
			

			
				
			
			
				,
				p
				r
				e
				c
				i
				s
				i
				o
				n
				+
				r
				e
				c
				a
				l
				l
			

		
	

									where recall and precision are evenly weighted. However, the actual weights on precision and recall should be dependent on the goal of a recommendation approach. van Rijsbergen [26] further proposed the 
	
		
			

				𝐹
			

			

				𝛽
			

		
	
 measure as follows:
										
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			

				𝐹
			

			

				𝛽
			

			
				=
				
				1
				+
				𝛽
			

			

				2
			

			
				
				p
				r
				e
				c
				i
				s
				i
				o
				n
				⋅
				r
				e
				c
				a
				l
				l
			

			
				
			
			

				𝛽
			

			

				2
			

			
				,
				p
				r
				e
				c
				i
				s
				i
				o
				n
				+
				r
				e
				c
				a
				l
				l
			

		
	

									where 
	
		
			
				𝛽
				≥
				0
			

		
	
. 
	
		
			

				𝐹
			

			

				𝛽
			

		
	
 weights recall higher than precision when 
	
		
			
				𝛽
				>
				1
			

		
	
 and weights precision higher than recall when 
	
		
			
				𝛽
				<
				1
			

		
	
. Clearly, the original 
	
		
			

				𝐹
			

		
	
-measure is simply the 
	
		
			

				𝐹
			

			

				1
			

		
	
 measure.
From the viewpoint of practicality, many users of recommendation applications are typically interested in only the few highest-ranked item recommendations [5]. Therefore, the popular metric related to precision, namely, precision-in-top-
	
		
			
				𝑁
				(
				𝑁
				=
				1
				,
				2
				,
				3
				,
				…
				)
			

		
	
, should be taken into account for the proposed method. This metric is defined as the fraction of truly high overall ratings among those the system predicted would be the 
	
		
			

				𝑁
			

		
	
 relevant items for each user. Furthermore, it is reasonable to place more emphasis on precision than on recall, to highlight the significance of precision for users. For this, a variation of the 
	
		
			

				𝐹
			

			

				𝛽
			

		
	
 measure that places emphasis on precision-in-top-
	
		
			

				𝑁
			

		
	
 is presented to evaluate the performance of the proposed nonadditive recommendation approach:
										
	
 		
 			
				(
				2
				0
				)
			
 		
	

	
		
			
				𝑣
				𝐹
			

			

				𝛽
			

			
				=
				
				1
				+
				𝛽
			

			

				2
			

			
				
				p
				r
				e
				c
				i
				s
				i
				o
				n
				-
				i
				n
				-
				t
				o
				p
				-
				𝑁
				⋅
				r
				e
				c
				a
				l
				l
			

			
				
			
			

				𝛽
			

			

				2
			

			
				,
				p
				r
				e
				c
				i
				s
				i
				o
				n
				-
				i
				n
				-
				t
				o
				p
				-
				𝑁
				+
				r
				e
				c
				a
				l
				l
			

		
	

									where 
	
		
			
				0
				≤
				𝛽
				≤
				1
			

		
	
.
4. A GA-Based Method for Constructing a Non-Additive Recommendation Model
4.1. Constructing a Non-Additive Recommendation Model Using Multicriteria Ratings
The proposed model does not involve any complicated mechanisms for selecting the free parameters. Because decision-makers cannot easily pre-specify the criterion weights, a real-valued GA-based method is used here, involving the basic operations of selection, crossover, and mutation [27, 28] to determine the optimal values of the criterion weights (i.e., 
	
		
			

				𝜇
			

			

				1
			

			
				,
				𝜇
			

			

				2
			

			
				,
				…
				,
				𝜇
			

			

				𝑛
			

		
	
). Let 
	
		
			

				𝑛
			

			
				s
				i
				z
				e
			

		
	
 and 
	
		
			

				𝑛
			

			
				m
				a
				x
			

		
	
 denote the population size and the total number of generations, respectively. The following steps are used to construct a recommendation model using the proposed nonadditive collaborative-filtering approach.
Algorithm 1. Construct a nonadditive recommendation model using the collaborative-filtering approach.
Input. Population size 
	
		
			
				(
				𝑁
			

			
				p
				o
				p
			

			

				)
			

		
	
; stopping condition (
	
		
			

				𝑁
			

			
				c
				o
				n
			

		
	
, i.e., total number of generations); number of elite chromosomes 
	
		
			
				(
				𝑁
			

			
				d
				e
				l
			

			

				)
			

		
	
; crossover probability (
	
		
			
				P
				r
			

			

				𝑐
			

		
	
); mutation probability (
	
		
			
				P
				r
			

			

				𝑚
			

		
	
); the value of 
	
		
			

				𝛽
			

		
	
 for 
	
		
			
				𝑣
				𝐹
			

			

				𝛽
			

		
	
 measure; the value of 
	
		
			

				𝑁
			

		
	
 for the precision-in-top-
	
		
			

				𝑁
			

		
	
 measure; a set of training patterns.
Output. A nonadditive recommendation model using the collaborative-filtering approach with a higher 
	
		
			
				𝑣
				𝐹
			

			

				𝛽
			

		
	
 measure. 
Method
Step 1. Population Initialization. Generate an initial population of 
	
		
			

				𝑛
			

			
				s
				i
				z
				e
			

		
	
 chromosomes, each consisting of 
	
		
			

				𝑛
			

		
	
 real-valued parameters. Randomly assign a real value chosen from the interval 
	
		
			
				[
				0
				,
				1
				]
			

		
	
 to each parameter in a chromosome.
Step 2. Chromosome Evaluation. Compute the fitness value for each chromosome. Because the objective of the algorithm is to construct a nonadditive recommendation model using the collaborative-filtering approach with a higher 
	
		
			
				𝑣
				𝐹
			

			

				𝛽
			

		
	
measure, the 
	
		
			
				𝑣
				𝐹
			

			

				𝛽
			

		
	
measure is used as the fitness function for evaluating a chromosome.
Step 3. Generation of New Chromosomes. Generate a new generation of 
	
		
			

				𝑛
			

			
				s
				i
				z
				e
			

		
	
 chromosomes by selection, crossover, and mutation.
Step 4. Elitist Strategy. Randomly remove 
	
		
			

				𝑛
			

			
				d
				e
				l
			

			
				(
				0
				≤
				𝑛
			

			
				d
				e
				l
			

			
				≤
				𝑛
			

			
				s
				i
				z
				e
			

			

				)
			

		
	
 of the newly generated chromosomes. Insert 
	
		
			

				𝑛
			

			
				d
				e
				l
			

		
	
 copies of the chromosome with maximum fitness in the previous generation.
Step 5. Termination Test. Terminate the algorithm if 
	
		
			

				𝑛
			

			
				m
				a
				x
			

		
	
 generations have been generated; otherwise, return to Step 2.
When the stopping condition is satisfied, the algorithm is terminated and whichever chromosome has the maximum fitness among all generations serves as the desired solution. It is noted that the above algorithm can also be applied to construct an additive recommendation model using the WAM.
4.2. Genetic Operations
Let 
	
		
			

				𝑃
			

			

				𝑘
			

		
	
 denote the population generated in generation 
	
		
			
				𝑘
				(
				1
				≤
				𝑘
				≤
				𝑛
			

			
				m
				a
				x
			

			

				)
			

		
	
. Chromosome 
	
		
			
				𝑖
				(
				1
				≤
				𝑘
				≤
				𝑛
			

			
				s
				i
				z
				e
			

			

				)
			

		
	
 generated in 
	
		
			

				𝑃
			

			

				𝑘
			

		
	
 is represented by 
	
		
			

				𝜇
			

			
				𝑘
				𝑖
				1
			

			

				𝜇
			

			
				𝑘
				𝑖
				2
			

			
				⋯
				𝜇
			

			
				𝑘
				𝑖
				𝑛
			

		
	
. After evaluating the fitness value for each chromosome in 
	
		
			

				𝑃
			

			

				𝑘
			

		
	
, selection, crossover, and mutation are applied until 
	
		
			

				𝑛
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. These genetic operations are described in more detail below. In contrast to a nonadditive recommendation model, for an additive recommendation model using the WAM, 
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.
4.2.1. Selection
Using the binary tournament selection, two chromosomes from the current population are randomly selected, and the one with the higher fitness is placed in a mating pool. This process is repeated until there are 
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 chromosomes in the mating pool. Next, 
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 pairs of chromosomes from the pool are randomly selected for mating. The crossover and mutation operations are applied to the parents to generate children.
4.2.2. Crossover
For each mated pair of chromosomes 
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. Two new chromosomes are thereby generated, which will replace their parents in generation 
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.
4.2.3. Mutation
There is a probability Prm that the mutation operation will be performed on each real-valued parameter in new chromosomes generated by the crossover operation. To avoid excessive perturbation of the gene pool, a low mutation rate is used. If a mutation occurs for a gene, it will be changed by adding a number randomly selected from a specified interval. After crossover and mutation, 
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 are randomly removed from the set of new chromosomes (those formed by genetic operations) to make room for additional copies of the chromosome with maximum fitness value in 
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.
5. Application to Initiator Recommendation on a Group-Buying Website
Group-buying websites play the role of a transaction platform between businesses and consumers. The websites call a group of consumers with the same needs for the purchase of items and then negotiate with vendors to obtain the best price or to get a special discount. Groupon, which has the high market share, is a representative group-buying website. With group-buying activities increasing and their associated websites expanding rapidly, a market research institute in Virginia, BIA/Kelsey, predicted that the group-buying market in the United States will reach US$ 39.3 billion in 2015 [29]. Undoubtedly, group-buying has become an important transaction model for online shopping.
In Taiwan, the Institute for Information Industry (MIC) of Taiwan reported that the group-buying market reached approximately US$ 2.39 billion in 2010 and is expected to reach US$ 3 billion by 2011 [30]. In the application, the proposed recommendation approach has been applied to initiator recommendation on one popular group-buying website in Taiwan. Its sales volume was over US$ 0.17 billion in 2010. On this website, users often search for appropriate initiators who can bargain with vendors over the price for certain items. However, due to the large number of search results, users have suffered from the problem of information overload, especially for hot items. Furthermore, application domains in previous research do not involve the initiator recommendations for the group-buying. This motivates us to apply the recommendation techniques to this website.
The computer simulations were programmed in Delphi 7.0 and executed on a 2 GHz dual-CPU Pentium computer. Section 5.1 describes the data collected. Section 5.2 describes the parameter specification of the GA for the computer simulations. In Section 5.3, the performance of the proposed nonadditive recommendation approach is compared with several recommendation approaches using multicriteria ratings.
5.1. Data Description
A total of 211 undergraduates with business administration as their major subject and who were familiar with group-buying participated in the experiment. Each subject was asked to rate twenty experienced initiators selected from the above-mentioned website. Each subject assigned an overall rating and five criterion ratings, namely, ability, reputation, responsiveness, trust, and interaction, to each initiator. These criteria are described below.
Ability. This represents knowledge and techniques that can be used to solve problems for customers [31]. Initiators are expected not only to have the experience in confirming groups, but also to solve any problems that arise in group-buying.
Reputation. This indicates whether the initiators have the ability and intention to fulfill their promises [32].
Responsiveness. In a virtual community, members always expect to receive responses to their posted information from other members [33]. In the group-buying context, this can promote the establishment of trust among initiators and group members. Responsiveness indicates whether the initiators tried to respond to any problems reported by the group members.
Trust. Based on the viewpoint of trust in [34], it is considered that the initiators are expected to have a positive expectation of the intention.
Interaction. Regular communication between sellers and buyers is helpful in building up the trust of buyers in sellers [35]. Therefore, initiators are expected to discuss progress and problems actively with group members during a group-buying session.
All ratings range from zero, representing “very unsatisfactory,” to ten, representing “very satisfactory.” The overall rating indicates how much a user appreciates the initiator. Because the decision-support measures are used to estimate accuracy, it is necessary to define every overall rating on a binary scale [21] as “high-ranked” or “not high-ranked”. It should be reasonable to translate these overall ratings into a binary scale by treating the ratings greater than or equal to seven as high-ranked and those less than seven as not high-ranked. In other words, the initiators whose ratings are greater than or equal to seven are relevant to the users.
The leave-ten-out technique is used to examine the generalization ability of different recommendation. In each of the iterations, ten evaluations given by a subject are randomly selected to serve as test data, and the remaining evaluations were chosen as the training data. This means that test data are produced for each subject in each of the iterations. Then the overall rating was predicted for each evaluation in the test data based on the information in the training data. The precision-in-top-
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 for the test data can also be obtained. This procedure is iterated until the evaluations of each of the subjects have been used as the test data. Because the results of a random sampling procedure may be dependent on the selection of evaluations, the above procedure is repeated five times.
5.2. GA Parameter Specifications
A number of factors can influence GA performance, including the size of the population and the probabilities of applying the crossover and mutation operators. Unfortunately, there is no standard procedure for choosing optimal GA specifications. Based on the principles suggested by Osyczka [36] and Ishibuchi et al. [37], the parameters are specified as follows:(i)
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: GA populations commonly range from 50 to 500 individuals. Hence, 50 individuals is an acceptable size;(ii)
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: the stopping condition is specified according to the available computing time;(iii)
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 controls the range of exploration in the solution space, most sources recommend choosing a large value. To avoid generating an excessive perturbation 
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: it is assumed that users required the system to recommend the five most highly ranked initiators. In other words, the precision-in-top-5 is incorporated into the 
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. A recommender system is constructed for each 
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 value.Although the above specifications are somewhat subjective, the experimental results show that they are acceptable. Therefore, customized parameter tuning is not considered for the proposed approach.
5.3. Performance Evaluation
The proposed nonadditive approach is compared with several collaborative-filtering approaches introduced in the previous section: the traditional single-criterion rating approach, similarity-based approaches using multicriteria ratings with average similarity, worst-case similarity, distance-based similarity as described in [5], and an aggregation-function-based approach using the WAM. By a random sampling procedure with 50% training data and 50% test data, the average results of these approaches are obtained from five trials. For each evaluation in the test data, the evaluated initiator is treated as the target item. Each approach considered is used to predict the overall rating that the target item would have by using the training data. Then, “high-ranked” or “not high-ranked” for each target item could be determined by its predicted overall rating.
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value of the proposed nonadditive approach exceeds the similarity-based approaches considered, it can be seen in Table 2 that the precision-in-top-5 measures obtained by the proposed approach are inferior to those obtained by the similarity-based approaches and the WAM.(2)When 
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 is less than −0.9 for the best solution. In other words, there exists a substitutive interaction effect among the attributes. Therefore, it seems quite reasonable to use the fuzzy integral with a 
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-fuzzy measure as an aggregation function instead of the WAM.
Table 1: 
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 of different methods.
	

	Classification method	β
	1	1/2	1/3	1/4	1/5	1/6	1/7	
	
		
			
				1
				/
				8
			

		
	

	

	Single-criterion rating	0.545	0.676	0.735	0.762	0.776	0.784	0.789	0.793
	Average similarity	0.546	0.681	0.742	0.770	0.785	0.794	0.799	0.803
	Worst-case similarity	0.536	0.671	0.733	0.762	0.777	0.785	0.791	0.795
	Manhattan distance	0.563	0.707	0.773	0.803	0.820	0.829	0.835	0.839
	Euclidean distance	0.553	0.691	0.753	0.782	0.797	0.806	0.812	0.815
	Chebyshev distance	0.553	0.688	0.749	0.777	0.792	0.801	0.806	0.810
	WAM	0.569	0.682	0.735	0.756	0.769	0.793	0.789	0.792
	Non-additive approach	0.657	0.719	0.751	0.779	0.797	0.822	0.837	0.851
	



Table 2: Various precisions (%) of different methods.
	

	Method	Precision-in-top-1	Precision-in-top-3	Precision-in-top-5
	

	Single-criterion rating	82.02	82.90	80.45
	Average similarity	83.02	83.35	81.48
	Worst-case similarity	83.52	83.57	80.81
	Manhattan distance	93.71	88.55	85.22
	Euclidean distance	91.51	86.44	82.77
	Chebyshev distance	89.28	85.36	82.17
	



Table 3: Various precisions (%) of WAM and non-additive approach.
	

	Method	Precision	β
	1	1/2	1/3	1/4	1/5	1/6	1/7	1/8
	

	WAM	Precision-in-top-1	77.01	78.62	79.81	80.72	81.03	81.04	81.66	81.98
	Precision-in-top-3	80.09	81.15	81.61	80.96	80.29	81.64	81.37	81.36
	Precision-in-top-5	78.37	80.43	81.34	81.25	81.19	82.20	82.46	82.07
	

	Non-additive approach	Precision-in-top-1	76.16	78.84	80.21	83.91	86.16	92.45	90.15	88.44
	Precision-in-top-3	76.03	78.19	80.33	82.89	85.32	88.68	88.67	88.58
	Precision-in-top-5	74.88	77.68	79.42	83.08	85.50	88.67	88.63	89.14
	




6. Discussion and Conclusions
It is known that the assumption of independence among criteria in the WAM is not always reasonable. The main issue that this paper addresses is the additivity of the WAM for the multicriteria aggregation-function-based approach. In view of the nonadditivity of the fuzzy integral, this paper contributes to present a nonadditive aggregation-function-based approach using multicriteria ratings by combining the similarity-based approach using single-criterion ratings with the Choquet fuzzy integral. The former is used to predict multicriteria ratings and the latter to generate an overall rating for an item. Because many users of recommendation applications are typically interested in only the few highest-ranked item recommendations, a variant of the 
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 measure has been designed by incorporating the precision-in-top-
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 metric into the 
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 measure to assess prediction performance. Both the proposed nonadditive approach and the similarity-based approaches with average/worst-case similarity use the cosine-based similarity measure to obtain the similarity on each criterion between two users. Whereas the former (i.e., the proposed nonadditive approach) derives the rating for each criterion from individual similarities and then estimates the overall rating for an item, the latter (i.e., the similarity-based approaches with average/worst-case similarity) aggregates the individual similarities to compute the overall similarity between two users.
The proposed nonadditive approach is applied to initiator recommendation on a group-buying website in Taiwan in order to examine its prediction performance. The criterion weights for the fuzzy integral are determined automatically by a GA. Compared with the traditional single-criterion rating approach, several collaborative-filtering approaches using multicriteria ratings, and the aggregation-function-based approach using the WAM, it can be seen that the proposed nonadditive collaborative-filtering approach yields encouraging 
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, precision-in-top-3, and precision-in-top-5 measures with appropriate 
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 values. Therefore, the proposed approach is able to improve recommendation performance by leveraging multicriteria information. This indicates that the proposed nonadditive approach has applicability to other application domains. Note that the choice of 
	
		
			

				𝛽
			

		
	
 is eventually dependent on proprietors of websites. Besides, identification of the best collaborative-filtering approach is not possible because there is no such thing as the “best” approach [25].
It is notable that, when a traditional single-criterion rating approach is treated as a baseline collaborative-filtering approach, the experimental results indicate that the similarity-based approaches using multicriteria ratings of initiators perform better than the traditional single-criterion rating approach. Moreover, the proposed nonadditive approach and the WAM outperform the traditional single-criterion rating approach with appropriate 
	
		
			

				𝛽
			

		
	
 values. However, it is not possible to conclude that recommendation approaches using multicriteria ratings outperform the traditional single-criterion rating approach in all domains where multicriteria information exists.
As mentioned above, the precision-in-top-1 and precision-in-top-3 measures for the proposed nonadditive approach are generated by a system that is trained by incorporating the precision-in-top-5 measure into the fitness function, whereas the precision-in-top-1 measures obtained by the proposed nonadditive approach are inferior to those obtained by approaches using distance-based similarities. It would be interesting to examine whether the precision-in-top-1 measure obtained by the proposed approach can be improved when the system is trained by incorporating the precision-in-top-1 measure into the fitness function.
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