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When a stepped-frequency radar is used to obtain the high-resolution range profile (HRRP) of high-speed target, accurate speed estimation and motion compensation must be considered. Therefore, in this paper, a novel mathematical method is presented for estimating the target speed. Firstly, the pulse Doppler method is used to calculate the initial estimation value. Secondly, based on the initial estimation value, the minimum entropy method is used to calculate the coarse estimation value. Finally, based on the coarse estimation value, the minimum $l_1$-Norms method is used to calculate the accurate estimation value. The numeric simulation results confirm that this new method is effective and predominant, which has a much higher estimation accuracy in a low SNR and a much larger estimation range of target speed. The final estimation value can be used to well compensate for the influence of target speed on HRRP.

1. Introduction

Stepped-frequency (SF) signal is widely used in the high-resolution radar systems [1–3], because it can be used to get the high-resolution range profile (HRRP) of target. However, SF signal is highly sensitive to targets motion. The radial speed between target and radar contributes influence on phase term, which will lead to severe range-speed coupling [4,5]. As it is well known, the impact of range-speed coupling is well mitigated through motion compensation. Thus, for noncooperative targets, speed estimation method is very important and necessary. In the literature [6,7], based on time domain and waveform entropy, two speed estimation methods are presented. However, they have low estimation accuracy and are only effective in a high signal-to-noise ratio (SNR) and low-speed moving targets. In the literature [8], based on SF and pulse Doppler radar signal, an effective algorithm of speed estimation is presented. Simulation results show that this method has a higher estimation accuracy and better antinoise performance. However, it will increase the complexity of radar system. So far, besides these methods mentioned above, many other effective speed estimation methods have been presented, such as in the literature [9–11]. These methods have gotten much better estimation accuracy. Nevertheless, in common, they have much higher computation complexity and need larger calculation burden; therefore, they are not applicable to use in engineering application. Furthermore, the speed estimation of super-speed moving targets in extremely low SNR is still a key problem for SF signal. And much easier implementation in engineering application also should be taken into account. According to the discussion above, in this paper, a new speed estimation method is proposed. It is a joint speed estimation algorithm, which has a combination of initial, coarse, and accurate estimation process. Simulation experiments have proved that this new method has much higher estimation accuracy and lower calculation burden. Meantime, the effect of HRRP is much better than that used to be for superspeed moving targets in extremely low SNR. Therefore, it can be applied in engineering application.

This paper is organized as follows. Section 1 is the introduction. In Section 2, the mathematic model of SF signal is introduced. In Section 3, the speed estimation algorithm of SF signal is illustrated, and then several comparison experiments
between this new algorithm and traditional algorithm are designed. In Section 4, the conclusions and future work are described in detail.

2. The Mathematical Model of SF Signal

2.1. The Mathematical Model of SF Signal. The SF radar system transmits a series of frames of pulses. Each frame contains a sequence of \( N \) pulses with carrier frequencies increasing from pulse to pulse. The carrier frequencies are indicated by \( f_n = f_0 + n\Delta f \), where \( n = 0, 1, \ldots, \) \( N-1 \), \( f_0 \) is the fundamental carrier frequency, and \( \Delta f \) is the frequency step. Thus, the total bandwidth is \( B = N\Delta f \). The transmitted SF pulse train during the integration time is described as follows:

\[
S_T (t) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} \text{rect} \left( \frac{t - t_{m,n}}{T_p} \right) \exp \left[ -j2\pi (f_0 + n\Delta f) t \right],
\]

(1)

where

\[
\text{rect} \left( \frac{t - t_{m,n}}{T_p} \right) = \begin{cases} 
1, & 0 \leq t - t_{m,n} \leq T_p \\
0, & \text{otherwise}
\end{cases}
\]

(2)

with \( t_{m,n} = mT_f + nT_r \), \( m = 0, 1, \ldots, M-1; n = 0, 1, \ldots, N-1 \). \( M \) is the frame number and \( N \) is the pulse number in each frame. \( \text{rect}(t) \) is the envelope of the transmitted pulse and is assumed to be normalized to unity during the pulse duration \( T_p \). \( T_r \) is the pulse repetition interval and \( T_f \) is the frame period. \( T_N = NT_r \) is the duration of SF pulse train, which can be used to represent the processing time required to form the HRRP. The illustration of SF signal is shown in Figure 1.

Suppose that the moving target is composed of a set of \( P \) points with backscattering coefficients \( A(p) \), with \( p = 1, 2, \ldots, P \). Therefore, the received signal from a moving target can be expressed in (3) as follows:

\[
S_R(t) = \sum_{p=1}^{P} A(p) S_T \left[ t - \tau_p(t) \right] = \sum_{m=0}^{M-1} \sum_{p=1}^{P} \sum_{n=0}^{N-1} A(p) \text{rect} \left( \frac{t - t_{m,n} - \tau_p(t)}{T_1} \right) \times \exp \left[ -j2\pi (f_0 + n\Delta f) \left( t - \tau_p(t) \right) \right],
\]

(3)

where \( \tau_p(t) \) is the echo delay of the \( p \)th scattering point. In this paper, in order to simplify the analytic process, the acceleration and rotation of target are ignored. Therefore, the \( \tau_p(t) \) is shown in

\[
\tau_p(t) = \frac{2R_p(t)}{c} = \frac{2\left[ R_p(0) - v t \right]}{c},
\]

(4)

where \( R_p(0) \) is the radial distance of \( p \)th scatter point to radar at the initial time, \( v \) is the radial speed of moving target, and \( c \) is the speed of light.

2.2. The Mathematic Analysis of SF Signal in Moving Environment. In general, during each frame period, the change of envelope with the target motion can be neglected. Therefore, after the down conversion and sampling of the SF received-signal, the baseband signal is shown in

\[
S_D(m,n) = \sum_{p=1}^{P} A(p) \exp \left\{ j2\pi (f_0 + n\Delta f) \right\} \times \frac{2\left[ R_p(0) - (mT_f + nT_r)v \right]}{c}
\]

(5)

\[
= \sum_{p=1}^{P} A(p) \exp \left\{ j2\pi \phi(m,n) \right\}.
\]

In this paper, the number of points for inverse discrete Fourier transform (IDFT) is \( N \), the HRRP of target can be calculated by (6) with the \( m \)th frame SF received signal:

\[
g(m,i) = \sum_{n=1}^{N} S_D(m,n) \exp \left\{ j2\pi \frac{in}{N} \right\} = \sum_{n=1}^{N} \sum_{p=1}^{P} A(p) \exp \left\{ j2\pi \phi(m,n) \right\} \exp \left\{ j2\pi \frac{in}{N} \right\}.
\]

(6)

Note that the HRRP of target is calculated only by every single frame; therefore, the influence of target motion on HRRP is only embodied in every single frame. In order to simplify the analytic process, suppose \( m = 0 \). According to (5) and (6), the influence of target motion on HRRP is embodied in the phase \( \phi(0,n) \), which is shown in

\[
\phi(0,n) = (f_0 + n\Delta f) \frac{2\left[ R_p(0) - v nT_r \right]}{c} = \frac{2f_0R_p(0)}{c} + \frac{2nR_p(0)\Delta f}{c} - \frac{2f_0vT_r n}{c} - \frac{2v\Delta f T_r n^2}{c}.
\]

(7)

Equation (7) reveals the special properties of SF signal. For stationary targets, only const and \( f_0 \) are applicable. The first term represents a constant phase migration, which has no practical influence on HRRP. The second term is produced by the product of frequency. Therefore, the distance between target and radar is converted into the frequency migration, which can be used to calculate the distance between target and radar. In general, the frequency migration can be calculated by IDFT. Furthermore, the range resolution \( \Delta r \) and unambiguous range \( R_u \) are, respectively, dependent on frequency resolution and maximum unambiguous frequency of IDFT. The expression for these quantities is described in

\[
\Delta r = \frac{c}{2B} = \frac{c}{2N\Delta f}, \quad R_u = \frac{c}{2\Delta f}.
\]

(8)
The third term $f_d$ in (7) is a linear phase term (LPT), which represents the Doppler frequency migration due to target motion. The processing of IDFT mistakes the Doppler frequency as a frequency migration due to range and thus results in the shifting of target range from its true range. According to the literature [5] and (8), suppose, in order to perfectly compensate for LPT, that the sustainable error of distance measurement is half of range resolution of SF signal, which is shown as follows:

$$\Delta R = \Delta r = \frac{c}{4N\Delta f}. \quad (9)$$

Then, the estimation accuracy of target speed must satisfy

$$|\Delta V_{\text{LPT}}| \leq \frac{c}{2} \left( \frac{\Delta f}{f_0} \right) \left( \frac{1}{N\Delta f} \right) = \frac{c}{4f_0NT_r}. \quad (10)$$

The fourth term “Spread” in (7) is a quadratic phase term (QPT), which causes the frequency spread. This phase will disperse target energy into several range bins and lead to several negative effects including the loss of range resolution, range accuracy, and signal-to-noise ratio. According to the literature [5], suppose, in order to perfectly compensate for QPT, the sustainable change of QPT satisfies the following requirement:

$$2\pi \frac{2N\Delta f|\Delta V_{\text{QPT}}|}{c} NT_r \leq \frac{\pi}{2}. \quad (11)$$

Then, the estimation accuracy of target speed must satisfy

$$|\Delta V_{\text{QPT}}| \leq \frac{c}{8N^2\Delta f T_r}. \quad (12)$$

According to the discussion above, the compensation accuracy of LPT is much higher than that of QPT. Therefore, the LPT needs an accurate speed estimation and the QPT only needs a coarse speed estimation. When the target speed is estimated, according to (5) and (7), the LPT and QPT can be eliminated.

In this paper, the main parameters of SF signal are shown in Table 1, and the main performance parameters of SF signal are shown in Table 2.

In this paper, let us suppose that the target speed is constant and takes no account of its own rotation. Meanwhile, the maximum radial length of the target is less than $R_u$. There are four strong radial scatters which are shown in Figure 2 ($R = 2$ km), and the radio of normalized scattering intensity (NSI) is 1 : 10 : 6 : 8.

### 3. The Speed Estimation Algorithm of SF Signal

According to the discussion above, the influence of target motion on HRRP is embodied in the additional LPT and QPT. In order to get better HRRP, firstly, the target speed must be estimated, and then the additional phase terms need to be eliminated. In this paper, based on some traditional mathematical model, a new accurate and fast speed estimation algorithm is proposed.

#### 3.1. The Pulse Doppler Algorithm (PDA)

This method is based on pulse Doppler effect; firstly, through IDFT with SF received signal, the Doppler frequency can be calculated, and then the target speed can be calculated by

$$\vec{V}_{\text{IE}} = \frac{2f_0f_d}{c}. \quad (13)$$
According to the IDFT theory, the speed estimation accuracy of PDA is shown in

$$\Delta v_{IE} = \frac{\Delta f_c c}{2 f_0} = \frac{c}{2Mf_0 T_r}.$$  \hfill (14)

In this paper, the accuracy of speed estimation $\Delta v_{IE}$ is less than 0.831 m/s, which is only enough to compensate for the QPT. In addition, because of the maximum unambiguous frequency caused by the IDFT, PDA has a great estimation limitation to the interval of target speed, which is shown in

$$v_{max} = \frac{c}{2 f_0 T_{r}}.$$  \hfill (15)

Here, $v_{max} = 79.787$ m/s; therefore, if the target speed goes over $v_{max}$, the estimation result will satisfy (16) and cause much greater error:

$$v_{PDA} = \tilde{v}_{IE} + k v_{max} \quad k = 1, 2, \ldots.$$  \hfill (16)

Figure 3 indicates the estimation error of PDA in different speed (within an unambiguous rang of speed estimation) and SNR by Monte Carlo experiments; the experiments time is 1000. This simulation experiment indicates that PDA is effective to compensate for QPT in low SNR, but it has a great limitation to $v_{max}$.

3.2. The Minimum Entropy Algorithm (MEA). It is well known that the overall target response in the HRRP is changing with the target motion, such as the reduction of peak response, the divergence of scatters, and the blurring effects. According to the theory of image processing, the entropy is a measure of the randomness of an image. The focused images will have a low entropy values. Thus, the mathematical model of entropy can be used as a quality indicator for HRRP. It is defined by

$$H_m = -\sum_{i=0}^{N-1} \hat{g}_m(i) \ln \hat{g}_m(i) \quad \hat{g}_m(i) = \frac{|g(m,i)|}{\sum_{i=0}^{N-1} |g(m,i)|}.$$  \hfill (17)

According to Formula (6), $g(m,i)$ can be obtained by the IDFT. If the target motion is well compensated, the entropy of HRRP will be minimized. In summary, this method uses the entropy of HRRP as evaluation function to find target speed, because the estimation value will minimize the entropy of HRRP. Supposing that the speed of target is $V = 2000$ m/s, Figure 4 shows the entropy feature of HRRP in different speed, which proves the effectiveness of MEA. In addition, the MEA is a search process, which needs an initial speed and an effective search algorithm (such as simulated annealing, evolutionary, and genetic algorithm).

Figure 5 indicates the estimation error of MEA with different speed and SNR by Monte Carlo experiments, and the experiments time is also 1000. This simulation experiment proves that, with the SNR decreasing, the estimation accuracy of EMA will rapidly decline, and it can only be used to compensate for QPT in low SNR. However, the EMA has a much bigger interval of speed estimation than that of PDA.

3.3. The Minimum $l_1$-Norms Algorithm (MNA). This algorithm needs to transmit two different frames and each frame contains $N$ pulses, which is shown in Figure 6. The first frame is the up frame, the carrier frequency at each pulse increases from $f_0$ to $f_0 + (N - 1) \Delta f$. The second frame is the down frame, the carrier frequency at each pulse descends from $f_0 + (N - 1) \Delta f$ to $f_0$. Therefore, the frequency of $n$th pulse in up-frame can be calculated by $f_{n}^{\uparrow} = f_0 + n \Delta f$ and in down-frame can be calculated by $f_{n}^{\downarrow} = f_0 + (N - n - 1) \Delta f$.

According to (5), the $n$th pulse of received signal can be described as

$$S_D^{1}(n) = \sum_{p=1}^{P} A(p) \exp \left\{ j2\pi f_{n}^{\uparrow} \frac{2\left[R_p(0) - v n T_r\right]}{c}\right\},$$

$$S_D^{2}(n) = \sum_{p=1}^{P} A(p) \exp \left\{ j2\pi f_{n}^{\downarrow} \frac{2\left[R_p(0) - v (N + n) T_r\right]}{c}\right\}.$$  \hfill (18)

Compensating with an initial speed $\tilde{v}_{IE}$, (18) is converted into the following form:

$$S_{DC}^{1}(n) = \sum_{p=1}^{P} A(p) \exp \left\{ j2\pi f_{n}^{\uparrow} \frac{2\left[R_p(0) - \Delta v n T_r\right]}{c}\right\},$$

$$S_{DC}^{2}(n) = \sum_{p=1}^{P} A(p) \exp \left\{ j2\pi f_{n}^{\downarrow} \frac{2\left[R_p(0) - \Delta v (N + n) T_r\right]}{c}\right\},$$  \hfill (19)

where $\Delta v = v - \tilde{v}$, $S_{DC}^{1}(n)$ and $S_{DC}^{2}(n)$ represent a coarse compensation with the initial target speed. Then, the function of frame error can be defined as $l_1$-Norms in

$$R_p(\Delta v) = \frac{1}{N} \sum_{n=0}^{N-1} \left| S_{DC}^{1}(n) - S_{DC}^{2}(n) \right|,$$  \hfill (20)

and then it can be further simplified as

$$R_p(\Delta v) = \frac{1}{N} \sum_{n=0}^{N-1} \left| \sin \left[ 2\pi T_r \left( f_0 + n \Delta f \right) \left( 2N - 1 - 2n \right) \frac{\Delta v}{c} \right] \right|.$$  \hfill (21)
According to (21), $\Delta v$ makes a difference between $S_{DC}^1(n)$ and $S_{DC}^2(n)$ which can be used to estimate target speed. If the target motion is well compensated, then it satisfies $R_\nu(\Delta v) = 0$. Considering the complexity of target motion and signal environment, the evaluation function of global optimal estimation can be defined as

$$R_\nu(\bar{\nu}) = \min \{R_\nu(\Delta v)\} . \quad (22)$$

Supposing that the speed of target is $V = 2000$ m/s, Figure 7 shows the value of frame error in different speed, which proves the effectiveness of MNA. Therefore, target speed estimation can be performed by searching the minimum peak in Figure 7. Within the searching procedure, the following problems should be considered.

1. When the initial estimation value is chosen, wrong searching direction will prolong searching time and increase computation amount.

2. In order to get global minimum value as accurate as possible, search step size should be less than the width of the peak. Therefore, the computation amount may be significantly increased.

3. Even if the SNR of received signal is high, the curve of evaluation function may also have some local fluctuation nearby the true value. Therefore, if the search algorithm is not very effective, the evaluation function may converge to the local minimum which will cause much higher estimation error.

Figure 8 indicates the estimation error of MNA in different speed and SNR by Monte Carlo experiments; the experiments time is also 1000, and the search step of MNA is 1 m/s. This simulation experiment proves that the estimation accuracy of MNA is very high than that of PDA and MEA, and it can be used to compensate results in LPT in very low SNR.

### 3.4. The Compound-Estimation Algorithm (CEA)

According to the discussion above, in order to overcome the defects of PDA, MEA, and MNA, an improved speed estimation algorithm is presented. It contains three steps including initial estimation, coarse estimation and accurate estimation.

The SF radar system transmits alternately the up frame and the down frame and the received signals are shown in

$$S_D = \begin{bmatrix}
S_D(1,1) & S_D(1,2) & \cdots & S_D(1,N) \\
S_D(2,1) & S_D(2,2) & \cdots & S_D(2,N) \\
\vdots & \vdots & \ddots & \vdots \\
S_D(M,1) & S_D(M,2) & \cdots & S_D(M,N)
\end{bmatrix}. \quad (23)$$
The odd row is the up-frame and the even row is the down-frame. The value of $M = 2L$ is even.

3.4.1. The First Step: Initial Estimation (IE) Based on PDA. PDA is used for initial estimation with the first column in (23). The new signal sequence for estimation is shown in

$$
S^\text{odd}_D = [S_D(1, 1) \ S_D(3, 1) \cdots S_D(2L - 1, 1)],
$$

$$
S^\text{even}_D = [S_D(2, 1) \ S_D(4, 1) \cdots S_D(2L, 1)].
$$

According to the discussion in Section 3.1, the estimation value can be calculated by (13) and (24) with IDFT, and they are defined as $\hat{V}^\text{odd}_\text{IE}$ and $\hat{V}^\text{even}_\text{IE}$. Then, the initial estimation value can be calculated by

$$
\hat{V}_\text{IE} = \frac{\hat{V}^\text{odd}_\text{IE} + \hat{V}^\text{even}_\text{IE}}{2}.
$$

In this paper, according to the main parameters of SF signal in Table 1, the initial estimation error is $|\Delta \hat{V}_\text{IE}| \leq 1.662 \text{ m/s}$, which is only enough to compensate for the QPT. The maximum unambiguous estimation interval of target speed is $V \in [0, 6,000] \text{ m/s}$. In this paper, suppose that the estimation interval of target speed is $V \in [0, 6,000] \text{ m/s}$; therefore, according to (16), there are a total of 77 possible estimation values, which are $k = 0, 1, \ldots, 76$. Therefore, the MEA is used for expanding the estimation interval of target speed.

3.4.2. The Second Step: Coarse Estimation (CE) Based on MEA. After compensating with initial estimation value, MEA is used for coarse estimation with the first and second row.
in (23). The new SF signal sequence for estimation is shown in

$$S_1^D = \left[ S(1,1) \ S(1,2) \cdots S(1,N-1) \right],$$
$$S_2^D = \left[ S(2,1) \ S(2,2) \cdots S(2,N-1) \right]. \quad (26)$$

According to the discussion in Sections 3.1 and 3.2, the coarse estimation values can be calculated by (17) and (26) with these initial estimation values, which are shown as follows:

$$\tilde{v}_{CE}^i = \tilde{v}_{IE}^i + k\nu_{\text{max}} \quad k = 0,1,\ldots,76, \ i = 1,2. \quad (27)$$

According to these 77 possible values, two coarse estimation values which are defined as $\tilde{v}_{CE}^i$ can be calculated, and then the final value of coarse estimation can be calculated by

$$\tilde{v}_{CE} = \frac{\tilde{v}_{CE}^1 + \tilde{v}_{CE}^2}{2}. \quad (28)$$

According to the discussion of MEA method, the possible value of target speed can be determined. However, this coarse estimation value is only enough to compensate for QPT. Therefore, finally, the MNA is used to increase the estimation accuracy of target speed.

### 3.4.3. The Third Step: Accurate Estimation (AE) Based on MNA

When the coarse estimation value is obtained, the true value of target speed will surely consist in $[\tilde{v}_{CE} - \tilde{v}_{IE}/2, \tilde{v}_{CE} + \tilde{v}_{IE}/2]$. Therefore, the final estimation value can be defined as $\tilde{v}_{AE} = \tilde{v}_{CE} + k\Delta v$, which satisfies $\tilde{v}_{AE} \in [\tilde{v}_{CE} - \tilde{v}_{IE}/2, \tilde{v}_{CE} + \tilde{v}_{IE}/2]$. According to the discussion in Table 2 and Section 3.3, in order to compensate for LPT, choosing the search step as $\Delta v = 0.2 \text{ m/s}$, the MNA is used to calculate the accurate estimation value with (19), (20), and (26), which can be used to compensate for LPT.

Figure 9 indicates the estimation error of CEA in $V \in [0,6000] \text{ m/s}$ and $\text{SNR} \in [0,20] \text{ dB}$. It proves that the CEA is effective to compensate for LPT in a much larger estimation interval of target speed and extremely low SNR.

Figures 10 and 13 are the HRRP of a moving target with four different compensation methods. HRRP0 is the HRRP of static target. Figure 10 is the HRRP of a moving target based on PDA. Because of the limitation of estimation interval, the HRRP1 is completely a distortion and cannot identify target. Figure II is the HRRP of a moving target based on MEA, and the HRRP2 produces a big range migration beyond an unambiguous range window. In addition, it can be used to identify target. However, because of the limitation of estimation accuracy, the HRRP2 cannot be used for distance measurement. Figure 12 is the HRRP of a moving target based on MNA, and the HRRP3 produces a little migration within an unambiguous range window and also can be used to identify target. The accuracy of distance measurement is much more accurate than that of MEA. Figure 13 is the HRRP of a moving target based on CEA, and the HRRP4 produces the smallest migration within an unambiguous range window and has the highest accuracy of distance measurement; the HRRP4 also can be used to identify target. Therefore, the CEA has the best compensation result for identifying target and distance measurement.

### 4. Conclusion

In this paper, three different speed estimation models are analyzed in detail. The PDA has an accurate estimation value in low SNR. However, it has a large limitation to estimation interval of target speed, which will make a great estimation error for a high-speed moving target. The MNA has a coarse estimation value in a much larger speed estimation interval. However, it has a large limitation to SNR, and the estimation accuracy is not enough for well compensating the influence...
of target speed on HRRP. The MNA has the best estimation accuracy. However, the local minimum value of frame error function will produce worse estimation accuracy and make a large computation amount.

According to the advantages and defects of PDA, MEA, and MNA, the CEA is presented in this paper. Firstly, according to the main parameters of SF signal, some important performance parameters can be calculated. Secondly, the initial estimation value is obtained by PDA. Thirdly, based on the initial estimation value and the estimation interval of target speed, the MEA is used for the coarse estimation value. Finally, based on the coarse estimation value and the final estimation accuracy, the MNA is used for the accurate estimation. The theory analysis and simulation results confirm that this new method is effective and predominant, which has a much higher speed estimation accuracy in real-time and a much larger estimation interval of target speed. Furthermore, the influence of super-high speed motion of target on HRRP can be perfectly compensated, and the HRRP can be used to improve the detection, recognition, and distance measurement performance of moving target.
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