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Crude oil is the most important nonrenewable energy resource and the most key element for the world. In contrast to typical forecasts of oil price, this study aims at forecasting the demand of imported crude oil (ICO). This study proposes different single stage and two-stage hybrid stages of forecasting models for prediction of ICO in Taiwan. The single stage forecasting modeling includes multiple linear regression (MLR), support vector regression (SVR), artificial neural networks (ANN), and extreme learning machine (ELM) approaches. While the first step of the two-stage modeling is to select the fewer but more significant explanatory variables, the second step is to generate predictions by using these significant explanatory variables. The proposed two-stage hybrid models consist of integration of different modeling components. Mean absolute percentage error, root mean square error, and mean absolute difference are utilized as the performance measures. Real dataset of crude oil in Taiwan for the period of 1993–2010 and twenty-three associated explanatory variables are sampled and investigated. The forecasting results reveal that the proposed two-stage hybrid modeling is able to accurately predict the demand of crude oil in Taiwan.

1. Introduction

Natural resources are often classified into two groups: renewable and non-renewable resources. Renewable energy is the one which comes from natural resources such as sunlight, wind, and rain, and it is naturally replenished. It is reported that about 16% of global final energy consumption comes from renewable energy. The share of renewable energy in global electricity generation is around 19% [1]. In the United States, renewables provided 12.7% of total domestic electricity in 2011, up from 10.2% in 2010, and 9.3% in 2009. In China, wind power generation increased by more than 48.2% in 2011. In European Union, renewables accounted for more than 71% of total electric capacity additions in 2011 [2]. Non-renewable resources form very slowly or do not naturally form in the environment. A good example of the nonrenewable is fossil fuels. Although many studies have reported that the renewable sources of energy are currently receiving considerable attention, the fossil fuels are still the most needed element of the world energies [3]. In particular, crude oil is the most important nonrenewable energy resource and the most key element for the world [4, 5].

The relationship between economic growth and oil consumption was addressed [6], and the study determined that the minimum statistical (lower-bound) annual oil consumption for developed countries was 11 barrels per capita. By using autoregressive distributed lag (ARDL) bounds testing approach of cointegration, the study discussed a long-run relationship among quantity of crude oil import, income, and price of the imported crude in India [7]. The results showed that the long-term income elasticity of imported crude in India is 1.97 and there existed a unidirectional long-run causality running from economic growth to crude oil import. The demand for ICO in South Africa as a function of real income and the price of crude oil were studied [8]. The estimated long-run price and income elasticities revealed that import demand for crude oil is price and income inelastic.

The study estimated the short-run and long-run elasticities of demand for crude oil in Turkey for the period of 1980 to 2005 [9]. The comparative study was performed in the
study [10]. A decision support system for forecasting fossil fuel production in Turkey, using a regression ARIMA and SARIMA method, was developed for the period of 1950–2003. Also, the study applied the ARIMA and SARIMA methods to predict primary energy demand in Turkey for the period from 2005 to 2020 [11].

In addition to forecasting the oil demand or consumption, several forecasting methods were applied to predict different types of energies. For example, regression modeling was employed to forecast the coal, oil, and gas electricity requirement [12]. The MR models were also applied to predictions for electricity consumption in Taiwan, Brazil, Delhi, and Hong-Kong, respectively [13–15]. The study [16] used the multiple linear regression techniques to develop simple empirical relations for the estimation of daily and monthly evaporation in Kuwait. While the ARIMA approaches were commonly used for predictions of energy demand, the ANN models were also widely used for predictions of energy demand [11, 17–20]. Another promising forecasting technique, SVR, was used to forecast the energy demand [21, 22]. Additionally, the various hybrid modeling approaches were reported in forecasting energy demand in several studies [23–26], and the hybrid modeling schemes appear to be a promising technique. The study provided literature review in detail about the forecasting modeling in energy issue [27].

Extreme learning machine (ELM) proposed by Huang et al. [28, 29] is a novel learning algorithm for single-hidden-layer feedforward neural networks (SLFN). It provides much better generalization performance with much faster learning speed and avoids many issues faced in the traditional algorithms such as stopping criterion, learning rate, number of epochs and local minima, and the over-tuned problems [29]. Moreover, the universal approximation capability of ELM has been analyzed and proven by [30–32] to show the effectiveness of ELM. Thus, ELM has attracted a lot of attentions in recent years and been used for various forecasting issues, such as sales forecasting [33–35], stock price forecasting [36, 37], and electricity price forecasting [38].

In June 1946, Chinese Petroleum Corp. (CPC) was funded, and the headquarters was set up in Taipei under the direction of the Ministry of Economic Affairs. With service facilities covering the whole nation, its operations today include the import, exploration, development, refining, transport, marketing, and sale of petroleum and natural gas. CPC's total capital stands at NT$130.1 billion, and its total revenues in 2011 amounted to NT$1.03 trillion.

Since crude oil is extremely important for development of Taiwan's economy, the predictions of the demand of imported crude oil are a must. Accordingly, this study is aimed at proposing single and two-stage forecasting techniques to predict the demand of imported crude oil in Taiwan. The single stage forecasting modeling includes the support vector regression (SVR), artificial neural networks (ANN), extreme learning machine (ELM), and multiple linear regression (MLR) approaches. The two-stage models combine the two modeling components. The first component of the model uses its own feature to capture the significant explanatory variables. Then, the second component generates the predictions based on these explanatory variables. In this study, the combinations of MLR and SVR (i.e., refer to MLR-SVR), MLR and ANN (i.e., refer to MLR-ANN), and MLE and ELM (i.e., refer to MLR-ELM) are used as the two-stage models.

Real data are sampled for the period of 1993–2010 for the ICO in Taiwan. According to the suggestion [39], twenty-three associated variables are collected for serving as the explanatory variables. The predictions for ICO in Taiwan can be made based on the single stage and two-stage forecasting models. This study uses the first 14 years (1993–2006) of data for model building, and the last four years’ data are used for the purpose of confirmation. The mean absolute percentage error (MAPE), the root mean square error (RMSE), and the mean absolute difference (MAD) are used as the forecasting accuracy measures.

The contents of this study are organized as follows. The following section introduces the proposed forecasting techniques. Section 3 presents the real data of ICO and the forecasting results. The performances for all of the forecasting models are demonstrated and discussed. The final section, Section 4, concludes this study.

2. Research Methodologies

This study considers MLR, SVR, ANN, ELM, and their hybrid modeling schemes as possible forecasting models for import demand of crude oil in Taiwan. These forecasting techniques are introduced in the subsequent sections.

2.1. Multiple Linear Regression. The multiple linear regression analysis is the procedure by which an algebraic equation is formulated to estimate the value of a dependent variable $Y_i$ given the values of some other independent variables $X_{i1}, X_{i2}, \ldots, X_{ip}, i = 1, 2, \ldots, n$. The relationship between the dependent and independent variables is expressed by a linear algebraic model as follows:

$$Y_i = \beta_0 + \beta_1 X_{i1} + \beta_2 X_{i2} + \cdots + \beta_p X_{ip} + \epsilon_i,$$

(1)

Based on the least squares or maximum likelihood criterion, the so-called normal equations and the point estimators of $\beta_0, \beta_1, \ldots, \beta_p$ can be obtained. Under the normal and some mild assumptions, the sampling distributions and hence the statistical inference for the estimators of $\beta_0, \beta_1, \ldots, \beta_p$ can be derived.

To identify significant independent variables, the backward elimination, forward selection, or stepwise regression procedures can be applied. The backward elimination procedure begins with the model which includes all of the available explanatory variables, and successively deletes one variable at a time to the model in such a way that at each step, the variable deleted is the variable contributing the least to the prediction of dependent variable at that step. On the contrary, the forward selection procedure begins with the constant model that includes no explanatory variable, and successively adds one variable at a time to the model in such a way that, at each step,
the variable added is the variable contributing the most to the prediction at that step. The stepwise regression procedure is an admixture of the backward elimination procedure and the forward selection procedure. This selection procedure builds a sequence of models and at each step deletes or adds an explanatory variable according to some selection criterions such as coefficient of partial correlation or error sum of squares reduction.

2.2. Support Vector Regression. While support vector machine (SVM) is one of the most powerful techniques in machine learning areas [40–44], support vector regression (SVR) is the most common application form of SVMs. Due to its effectiveness, SVR has been used for predictions in many fields [45–49].

Statistical learning theory and structural risk minimization principle have provided a very effective framework for development of support vector regression [48–51]. Based on the computation of a linear regression function in a high dimensional feature space, the inputs for SVR are mapped via a nonlinear function. The modeling of SVR can be described as follows. Suppose that

\[ f(x) = (w \cdot \Phi(x)) + b, \]  

(2)

where \( w \) is the weight vector, \( x \) represents the model inputs, \( b \) is a bias, and \( \Phi(x) \) stands for a kernel function which uses a nonlinear function to transform the nonlinear input to be linear mode in a high dimension feature space.

Typical regression modeling obtains the coefficients through minimizing the square error, which can be considered as empirical risk based on loss function. The \( \varepsilon \)-insensitivity loss function was introduced [51], and it can be described as follows:

\[ L_\varepsilon(f(x), y) = \begin{cases} \|f(x) - y\| - \varepsilon & \text{if } \|f(x) - y\| \geq \varepsilon \\ 0 & \text{otherwise,} \end{cases} \]

(3)

where \( y \) is the target outputs and \( \varepsilon \) defines the region of \( \varepsilon \)-insensitivity; when the predicted value falls into the band area, the loss is zero. However, when the predicted value falls outside the band area, the loss is defined as the difference between the predicted value and the margin.

When empirical risk and structural risk are both considered, the SVR can be setup to minimize the following quadratic programming problem:

Minimize: \[ \frac{1}{2}\|w\|^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*) \]

subject to \[ (y_i - w \cdot \Phi(x_i)) - b \leq \varepsilon + \xi_i \]

\[ (w \cdot \Phi(x_i)) + b - y_i \leq \varepsilon + \xi_i^* \]

\[ \xi_i, \xi_i^* \geq 0, \]

for \( i = 1, \ldots, n \),

where \( i = 1, \ldots, n \) is the number of training data, \((\xi_i + \xi_i^*)\) represents the empirical risk, \((1/2)\|w\|^2\) stands for the structure risk preventing over-learning and lack of applied universality, and \( C \) is a modifying coefficient representing the trade-off between empirical risk and structure risk. With an appropriate modifying coefficient \( C \), band area width \( \varepsilon \), and kernel function, the optimum value of each parameter can be solved by Lagrange procedure.

The general form of the SVR-based regression function is described as follows [51]:

\[ f(x, w) = f (x, r, r^*) = \sum_{i=1}^{N} (r_i - r_i^*) \Phi(x, x_i) + b, \]

(5)

where \( r_i \) and \( r_i^* \) are Lagrangian multipliers and satisfy the equality \( r_i r_i^* = 0 \). Additionally, since the radial basis function (RBF) is the most widely used kernel function [49], this study uses it for our experimental study. The RBF can be defined as follows:

\[ \phi(x_i, x_j) = \exp \left( \frac{-\|x_i - x_j\|^2}{2\sigma^2} \right), \]

(6)

where \( \sigma \) denotes the width of the RBF.

2.3. Artificial Neural Networks. Artificial neural networks, originally derived from neurobiological models, are massively parallel, computer-intensive, and data-driven algorithmic systems composed of a multitude of highly interconnected nodes, known as neurons as well. Mimicking human neurobiological information-processing activities, each elementary node of a neural network is able to receive an input single from external sources or other nodes and the algorithmic procedure equipped in each node is sequentially activated to locally transforming the corresponding input single into an output single to other nodes or environments.

It was indicated that knowledge is not stored within individual processing units, but is represented by the strength between units [52]. They also stated that neural networks can be classified into two categories: the feedforward networks and the feedback networks. The feedback networks contain neurons that are connected to each other, enabling a neuron to influence other neurons. The feedback networks contain neurons that are connected to themselves, enabling a neuron to influence other neurons and itself. Also, in recent years, there has been a great deal of attention toward the field of ANN [41, 43, 53, 54].

For ANN modeling, the relationship between output \( y \) and inputs \((x_1, x_2, \ldots, x_m)\) can be formed as

\[ y = \lambda_0 + \sum_{j=1}^{n} \lambda_j g \left( \delta_{0j} + \sum_{i=1}^{m} \delta_{ij} x_j \right) + \varepsilon, \]

(7)

where \( \lambda_j \) (\( j = 0, 1, 2, \ldots, n \)) and \( \delta_{ij} \) (\( i = 0, 1, 2, \ldots, m; j = 0, 1, 2, \ldots, n \)) are model connection weights, \( m \) is the number of input nodes, \( n \) is the number of hidden nodes, and \( \varepsilon \) is the error term. The transfer function in the hidden layer is often represented by a logistic function; that is,

\[ g(z) = \frac{1}{1 + \exp(-z)}. \]

(8)
Accordingly, the ANN model in (7) accomplishes a non-
linear functional mapping from the inputs \((x_1, x_2, \ldots, x_n)\) to the output \(y\); that is,
\[
y = f (x_1, x_2, \ldots, x_m, w) + \epsilon,
\]
where \(w\) is a vector of all model parameters and \(f\) is a function
determined by the ANN structure and connection weights.

2.4. Extreme Learning Machine. ELM randomly selected
the input weights and analytically determined the output weights of SLFNs. One may randomly choose and fix the
hidden node parameters, which are the key principle of the ELM. After randomly choosing the hidden nodes parameters,
SLFN becomes a linear system where the output weights of
the network can be analytically determined using simple
generalized inverse operation of the hidden layer output
matrices [28, 29].

In general, the concept of ELM is similar to that of the
random vector functional-link (RVFL) network where the
hidden neurons are randomly selected. However, the main
difference between ELM and RVFL is the characteristics of
hidden neuron parameters. In ELM, all the hidden node parameters are randomly generated independently of the
target functions and the training patterns [55]. In RVFL, the
selection of hidden neurons is based on partial randomness
and the randomly generated hidden node parameters are not
completely independent of the training data [56]. That is, the
universal approximation capability of ELM can be linearly
extended to RVFL [55, 56].

Consider \(N\) arbitrary distinct samples \((x_i, t_i)\) where \(x_i = [x_{i1}, x_{i2}, \ldots, x_{im}]^T \in \mathbb{R}^m\) and \(t_i = [t_{i1}, t_{i2}, \ldots, t_{in}]^T \in \mathbb{R}^n\).
SLFNs with \(N\) hidden neurons and activation function \(g(x)\)
can approximate \(N\) samples with zero error. This means that
\[
H\beta = T,
\]
where
\[
H(w_1, \ldots, w_{\tilde{N}}, b_1, \ldots, b_{\tilde{N}}, x_1, \ldots, x_N)
= \left[ g(w_1 \cdot x_1 + b_1) \ldots g(w_{\tilde{N}} \cdot x_1 + b_{\tilde{N}}) \right] \ldots \left[ g(w_1 \cdot x_N + b_1) \ldots g(w_{\tilde{N}} \cdot x_N + b_{\tilde{N}}) \right]_{N \times \tilde{N}} \tag{11}
\]
\[
\hat{\beta}_{N\times m} = (\tilde{H}_1^T, \ldots, \tilde{H}_N^T)^T,
\]
\[
T_{N\times m} = (T_1^T, \ldots, T_N^T)^T,
\]
and \(w_i = [w_{i1}, w_{i2}, \ldots, w_{im}]^T, i = 1, 2, \ldots, \tilde{N},\) is the weight
vector connecting the \(i\)th hidden node and the input nodes,
\(\beta_i = [\beta_{i1}, \beta_{i2}, \ldots, \beta_{im}]^T\) is the weight vector connecting the
\(i\)th hidden node and the output nodes, and \(b_i\) is the threshold
of the \(i\)th hidden node. \(w_i \cdot x_i\) denotes the inner product of
\(w_i\) and \(x_i\). \(H\) is called the hidden layer output matrix of
the neural network; the \(i\)th column of \(H\) is the \(i\)th hidden
node output with respect to inputs \(x_1, x_2, \ldots, x_N\). Therefore,
determination of the output weights is as simple as
finding the least-square solution to the given linear system.

The minimum norm least-square (LS) solution to the linear system is
\[
\tilde{\beta} = H^W T,
\]
where \(H^W\) is the Moore-Penrose generalized inverse of matrix
\(H\). The minimum norm LS solution is unique and has the
smallest norm among all the LS solutions.

The first step of ELM algorithm is to randomly assign
input weight \(w_i\) and bias \(b_i\). Then, the hidden layer output
matrix \(H\) is calculated. Finally, one can calculate the output
weight \(\beta_i = H_i^W T, \) where \(T = (t_1, \ldots, t_N)^T\).

2.5. Hybrid Models. Recent research indicates that hybrid
systems which are integrated with several standard ones can
help to achieve a better performance for some applications.
For example, the hybrid modeling applications have been
reported in forecasting [57–62], credit risk [61], and manufactur-
ing process [41–44]. As a consequence, this study proposes
a two-step hybrid data mining mechanisms to predict the
demand of ICO in Taiwan. This study proposes three hybrid
data mining models, namely, the integration of MLR and
ANN (i.e., MLR-ANN), MLR and SVR (i.e., MLR-SVR), and
MLR and ELM (i.e., MLR-ELM). The concept of those hybrid
modeling is as follows.

In the first stage of hybrid modeling, more significant
variables are selected using MLR with forward selection,
backward elimination or stepwise regression, say, \(X_{11}, X_{12}, \ldots, X_{1q}\). In the second stage, the selected significant
variables \(X_{11}^*, X_{12}^*, \ldots, X_{1q}^*\) obtained in the first stage are served as
the inputs of ANN, SVR, and ELM in order to establish the
two-stage hybrid forecasting models. By providing the
ANN, SVR, and ELM with good starting points, it is hoped
that more effective models can be developed on the strength
of their learning ability. Such two-stage hybrid models then
are compared with the single-stage of MLR, ANN, SVR, and
ELM models.

3. Results and Analysis

To show the effectiveness of the proposed hybrid modeling,
the real data, from the years 1993 to 2010, were sampled for
the ICO from Bureau of Energy in Taiwan [62]. Following
the suggestion [39] and having discussed with the ICO practitioners, we sample 23 associated influential variables.
Table 1 lists these 23 variables. The yearly data were collected
for the period of 1993–2010 from the web sites of Bureau of
Energy in Taiwan [62]. The first 14 years’ data are used for
model building, and the last four years’ data are used for
model confirmation.

3.1. Single-Stage Modeling. Figure 1 displays the yearly data
of ICO in Taiwan for the periods of 1993–2006. For MLR
modeling, we first compute the variance inflation factors
(VIFs) to examine the existence of collinearity.

Our numerical results reveal that all the values of VIFs
of independent variables are greater than 10 except the
variables of \(X_4\) and \(X_5\), indicating that there may exists
Table 1: Meaning of the influential variables for ICO model building.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>Imported crude oil</td>
</tr>
<tr>
<td>X₁</td>
<td>Gross domestic product</td>
</tr>
<tr>
<td>X₂</td>
<td>Consumer price index</td>
</tr>
<tr>
<td>X₃</td>
<td>Personal disposable income</td>
</tr>
<tr>
<td>X₄</td>
<td>Average temperature</td>
</tr>
<tr>
<td>X₅</td>
<td>Average sunshine per day (hours)</td>
</tr>
<tr>
<td>X₆</td>
<td>Average electricity households</td>
</tr>
<tr>
<td>X₇</td>
<td>Average electricity price</td>
</tr>
<tr>
<td>X₈</td>
<td>National income</td>
</tr>
<tr>
<td>X₉</td>
<td>Population</td>
</tr>
<tr>
<td>X₁₀</td>
<td>Foreign trade total</td>
</tr>
<tr>
<td>X₁₁</td>
<td>Wholesale prices</td>
</tr>
<tr>
<td>X₁₂</td>
<td>Consumer index</td>
</tr>
<tr>
<td>X₁₃</td>
<td>GNP deflators</td>
</tr>
<tr>
<td>X₁₄</td>
<td>Foreign exchange reserves</td>
</tr>
<tr>
<td>X₁₅</td>
<td>Total primary energy supply</td>
</tr>
<tr>
<td>X₁₆</td>
<td>Total final consumption</td>
</tr>
<tr>
<td>X₁₇</td>
<td>Total domestic consumption</td>
</tr>
<tr>
<td>X₁₈</td>
<td>Energy productivity</td>
</tr>
<tr>
<td>X₁₉</td>
<td>Energy intensity</td>
</tr>
<tr>
<td>X₂₀</td>
<td>Energy consumption of energy intensive industries</td>
</tr>
<tr>
<td>X₂₁</td>
<td>Value-added of energy intensive industries</td>
</tr>
<tr>
<td>X₂₂</td>
<td>Dependence on imported energy</td>
</tr>
<tr>
<td>X₂₃</td>
<td>Electricity average load</td>
</tr>
</tbody>
</table>

The regression coefficients in the MLR model indicate that the higher the average electricity price is, the lower the imported crude oil is. On the contrary, the higher the dependence on imported energy is, the lower the imported crude oil is.

For ANN modeling, since the backpropagation neural network (BPNN) structure has been widely used [43, 54], this study employs BPNN as ANN modeling structure. In BPNN structure, we have 23 input nodes and one output node. The hidden nodes range from \( i + 2 \) to \( i - 2 \), where \( i \) is the number of input variables. Thus, the hidden nodes were set up as 21, 22, 23, 24, and 25, respectively. The training and testing processes include 14 and 4 data vectors for possible parameter setting. The learning rates are 0.01, 0.005, and 0.001, respectively, according to the suggestions [43].

After applying ANN to ICO data, we have obtained the \{23-22-1\} topology with a learning rate of 0.01 which provides the best result. The \( \{N_i-N_h-N_o\} \) represents the number of nodes in the input layer, hidden layer, and output layer, respectively. For SVR modeling, same as ANN modeling, we have 23 input variables. The two parameters, \( C \) and \( \gamma \), were estimated as \( 2^{-15} \) and \( 2^{-15} \), respectively.

As mentioned earlier, the most important ELM parameter is the number of hidden nodes and that ELM tends to be unstable in single run forecasting [29, 33]. Therefore, the ELM models with different numbers of hidden nodes varying from 1 to 15 are constructed. For each number of nodes, an ELM model is repeated 30 times and the average RMSE of each node is calculated. The number of hidden nodes that gives the smallest average RMSE value is selected as the best parameter of ELM model. In modeling ELM, the forecasting model with eight hidden nodes has the smallest average RMSE values and is therefore the best ELM model.

3.2. Proposed Hybrid Modeling. A rational strategy for a hybrid modeling is to use the fewer but more informative variables, which were selected by the first stage of modeling approaches, as the inputs for the second stage of classifier approaches. Accordingly, in this study, the significant variables selected, that is, average electricity price \( (X_7) \) and dependence on imported energy \( (X_{22}) \), are used as the input variables of the ANN and SVR for hybrid modeling.

After completing the first stage of hybrid modeling, the ANN topology settings can be established. This study has found that the \{2-3-1\} topology with a learning rate of 0.01 provides the best result for the hybrid model. The network topology with the minimum testing RMSE is also considered as the optimal network topology. For the MR/SVR hybrid modeling, the parameters of \( C \) and \( \gamma \) were still estimated as \( 2^{-15} \) and \( 2^{-15} \), respectively. In the construction of

\[
\hat{Y} = -11862349.62 - 75695.53X_7 + 124776.53X_{22}. \tag{13}
\]

The historical yearly data of ICO in Taiwan is shown in Figure 1.
Table 2: Pearson correlations for pairs of variables.

|   | X_1 | X_2 | X_3 | X_4 | X_5 | X_6 | X_7 | X_8 | X_9 | X_{10} | X_{11} | X_{12} | X_{13} | X_{14} | X_{15} | X_{16} | X_{17} | X_{18} | X_{19} | X_{20} | X_{21} | X_{22} | X_{23} | Y   |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|-----|
| X_1| 1.00|     |     |     |     |     |     |     |     |        |        |        |        |        |        |        |        |        |        |        |        |        |     |
| X_2| 0.97| 1.00|     |     |     |     |     |     |     |        |        |        |        |        |        |        |        |        |        |        |        |        |     |
| X_3| 0.99| 0.96| 1.00|     |     |     |     |     |     |        |        |        |        |        |        |        |        |        |        |        |        |        |     |
| X_4| 0.31| 0.27| 0.32| 1.00|     |     |     |     |     |        |        |        |        |        |        |        |        |        |        |        |        |        |     |
| X_5| 0.29| 0.26| 0.30| 0.00| 1.00|     |     |     |     |        |        |        |        |        |        |        |        |        |        |        |        |        |     |
| X_6| 0.99| 0.98| 0.99| 0.31| 0.35| 1.00|     |     |     |        |        |        |        |        |        |        |        |        |        |        |        |        |     |
| X_7| 0.33| 0.45| 0.31| −0.02|0.13 | 0.37| 1.00|     |     |        |        |        |        |        |        |        |        |        |        |        |        |        |     |
| X_8| 0.99| 0.96| 0.99| 0.32| 0.30| 0.99| 0.30| 1.00|     |        |        |        |        |        |        |        |        |        |        |        |        |        |     |
| X_9| 0.99| 0.95| 0.99| 0.34| 0.38| 0.99| 0.30| 0.99| 1.00|        |        |        |        |        |        |        |        |        |        |        |        |        |     |
| X_{10}|0.92 |0.90 |0.91 |0.09 |0.16 |0.89 |0.43 |0.91 |0.87 |1.00|        |        |        |        |        |        |        |        |        |        |        |        |     |
| X_{11}|0.81 |0.85 |0.79 |0.04 |0.16 |0.80 |0.55 |0.79 |0.75 |0.94 |1.00|        |        |        |        |        |        |        |        |        |        |        |     |
| X_{12}|0.97 |0.99 |0.96 |0.27 |0.26 |0.98 |0.45 |0.96 |0.95 |0.90 |0.85 |1.00|        |        |        |        |        |        |        |        |        |        |     |
| X_{13}|0.19 |0.18 |0.21 |0.45 |−0.02|0.20 |0.49 |0.22 |0.23 |−0.13|−0.26|0.18 |1.00|        |        |        |        |        |        |        |        |        |     |
| X_{14}|0.90 |0.86 |0.89 |0.13 |0.40 |0.89 |0.57 |0.89 |0.88 |0.92 |0.86 |0.86 |−0.22|1.00|        |        |        |        |        |        |        |        |     |
| X_{15}|0.99 |0.92 |0.99 |0.31 |0.38 |0.97 |0.25 |0.99 |0.99 |0.89 |0.76 |0.92 |0.17 |0.89 |1.00|        |        |        |        |        |        |        |        |     |
| X_{16}|0.98 |0.93 |0.98 |0.30 |0.39 |0.98 |0.27 |0.98 |0.99 |0.90 |0.77 |0.93 |0.15 |0.91 |1.00 |1.00|        |        |        |        |        |        |        |        |     |
| X_{17}|0.98 |0.93 |0.98 |0.30 |0.38 |0.98 |0.25 |0.99 |0.99 |0.89 |0.77 |0.92 |0.16 |0.90 |1.00 |1.00|1.00|        |        |        |        |        |        |        |        |     |
| X_{18}|0.11 |0.24 |0.09 |−0.24|−0.31|0.11 |0.75 |0.08 |0.00 |0.37 |0.54 |0.24 |−0.53 |0.30 |−0.02|−0.01|−0.02|1.00|        |        |        |        |        |        |        |     |
| X_{19}|−0.09|−0.22|−0.07|0.25 |0.34 |−0.08|−0.72|−0.06|0.02 |−0.35|−0.52|−0.22|0.53 |−0.27 |0.05 |0.03 |0.05 |−1.00|1.00|        |        |        |        |        |        |        |     |
| X_{20}|0.96 |0.91 |0.96 |0.25 |0.44 |0.95 |0.38 |0.96 |0.96 |0.91 |0.83 |0.91 |−0.01|0.95 |0.98 |0.98 |0.98 |0.98 |0.98 |0.07 |−0.05|1.00|        |     |
| X_{21}|0.98 |0.92 |0.98 |0.27 |0.33 |0.96 |0.34 |0.98 |0.96 |0.94 |0.82 |0.92 |0.07 |0.93 |0.98 |0.98 |0.98 |0.98 |0.98 |0.12 |−0.10|0.98 |1.00|        |     |
| X_{22}|0.98 |0.93 |0.98 |0.27 |0.38 |0.98 |0.25 |0.98 |0.99 |0.88 |0.75 |0.93 |0.20 |0.88 |0.99 |0.99 |0.99 |0.99 |0.99 |0.06 |−0.03|0.97 |0.98 |0.98 |1.00|     |
| X_{23}|0.99 |0.94 |0.99 |0.35 |0.35 |0.98 |0.30 |0.99 |0.99 |0.91 |0.80 |0.94 |0.16 |0.90 |0.99 |0.99 |0.99 |0.99 |0.99 |0.06 |−0.03|0.97 |0.98 |0.98 |1.00|     |
| Y  | 0.91 |0.84 |0.92 |0.39 |0.41 |0.90 |0.06 |0.92 |0.92 |0.81 |0.68 |0.84 |0.23 |0.82 |0.94 |0.94 |0.94 |−0.13|0.15 |0.90 |0.90 |0.95 |0.93 |1.00|     |
Table 3: Collinearity diagnosis for MLR modeling.

<table>
<thead>
<tr>
<th>Variable</th>
<th>(X_i)</th>
<th>(X_4)</th>
<th>(X_5)</th>
<th>(X_7)</th>
<th>(X_{13})</th>
<th>(X_{19})</th>
<th>(X_{22})</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIF</td>
<td>1.52</td>
<td>2.04</td>
<td>3.91</td>
<td>1.99</td>
<td>4.36</td>
<td>1.49</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: MLR model for ICO in Taiwan.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Estimated coefficient</th>
<th>Standard error</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-11862349.62</td>
<td>853356.39</td>
<td>&lt;0.01**</td>
</tr>
<tr>
<td>Average electricity price ((X_7))</td>
<td>-75695.53</td>
<td>28564.49</td>
<td>0.02**</td>
</tr>
<tr>
<td>Dependence on imported energy ((X_{22}))</td>
<td>124776.53</td>
<td>8782.77</td>
<td>&lt;0.01**</td>
</tr>
</tbody>
</table>

**Denotes significance at 5% level.

Table 5: Various forecasting models’ accuracy measures for ICO.

<table>
<thead>
<tr>
<th>Models</th>
<th>MAPE (%)</th>
<th>RMSE (%)</th>
<th>MAD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single stage models</td>
<td>ANN</td>
<td>15.68</td>
<td>5690.67</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>22.30</td>
<td>7793.17</td>
</tr>
<tr>
<td></td>
<td>MRSEL</td>
<td>11.75</td>
<td>4813.89</td>
</tr>
<tr>
<td></td>
<td>ELM</td>
<td>10.17</td>
<td>4318.92</td>
</tr>
<tr>
<td>Proposed hybrid models</td>
<td>MRSEL-ANN</td>
<td>7.30</td>
<td>3387.63</td>
</tr>
<tr>
<td></td>
<td>MRSEL-SVR</td>
<td>9.38</td>
<td>3523.21</td>
</tr>
<tr>
<td></td>
<td>MRSEL-ELM</td>
<td>7.09</td>
<td>2890.32</td>
</tr>
</tbody>
</table>

MR/ELM hybrid model, the model with eight hidden nodes has the smallest average RMSE values is the best MR/ELM hybrid model.

3.3. Experimental Results. In this study, we consider the forecasting accuracy measures of MAPE, MSE, and MAD to address the forecasting performance for the five different approaches, ANN, SVR, ELM, MRSEL, MRSEL-ANN, MRSEL-SVR, and MRSEL-ELM, respectively. These prediction measurements are defined as follows:

\[
\text{MAPE} = \frac{1}{n} \sum_{t=1}^{n} \frac{|e_t|}{Y_t} \times 100, \\
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (e_t)^2}, \\
\text{MAD} = \frac{1}{n} \sum_{t=1}^{n} |e_t|, 
\]

where \(e_t\) stands for the value of the residual at time \(t\). A low MAPE, MSE, or MAD is associated with better forecasting accuracy. The results are listed in Table 5. In Table 5, by considering single stage modeling approaches, we note that ELM model has the best performance than the MR, ANN, and SVR models.

In comparison to the single stage and our proposed hybrid models in Table 5, one is able to apparently observe that our proposed hybrid models provide more accurate results than the single stage models. In terms of MAPE, MSE, or MAD, the two hybrid models are all lower than the three single stage models. For example, the MAPE percentage improvement of the proposed MRSEL-ANN model over the four-single-stage models, ANN, SVR, MRSEL, and ELM are 53.43%, 67.26%, 37.87%, and 28.23%, respectively. Table 6 lists a comparison with respect to the overall improvement percentage in the single stage models. In addition, we use independent sample \(t\)-test to test whether the hybrid models are superior to the single ones. Let \(\mu_s\) and \(\mu_h\) be the means of the absolute value of residuals for the single-stage models and hybrid models, respectively. The independent sample \(t\)-test is applied to test the following:

\[
H_0 : \mu_s - \mu_h \leq 0 \quad \text{versus} \quad H_1 : \mu_s - \mu_h > 0. 
\]

The \(P\) value is 0.0127. Obviously, the hybrid models outperform the single stage models.

Figure 2 shows the actual ICO values for the last four years and the corresponding forecasts by using four-single-stage models. It can be seen that the ELM model provides the best predictions of ICO. Figure 3 displays the actual ICO values and the corresponding forecasts by using three hybrid models. It shows that the hybrid MR-ANN model has the best forecasting capability. Figure 4 plots the actual ICO values and the corresponding forecasts by using the single MR and ANN models and their hybrid technique, MR-ANN. It apparently can be observed that the proposed hybrid model outperforms the single models. The same conclusions can be drawn by observing Figures 5 and 6. That is, the performance of the hybrid models is better than the single models.
Figure 2: Plot of actual ICO values for the last four years and the forecasts by using four single-stage models.

Figure 3: Plot of actual ICO values for the last four years and the forecasts by using three hybrid models.

As shown in Figures 4, 5, and 6 and Tables 5 and 6, the proposed hybrid models outperform all three-single-stage models. As a consequence, the proposed two-stage hybrid approaches are more efficient for forecasting ICO in Taiwan than the typical single-stage methods.

4. Conclusions

Oil is not only used to make gas for cars, but for heating homes, producing electricity, making plastics, and other commodities. Oil and its byproducts are ingrained into almost every culture in the world. Therefore, the accurate prediction of the demand of ICO is very important for the economic development of a country.

Because it is difficult to fully capture the characteristics of the real ICO data, the two hybrid prediction models are then proposed to forecast the demand of ICO in Taiwan. Based on our numerical results, it is found that the proposed hybrid approaches are more accurate than the established single-stage ones. The modeling procedures and results of this work may provide a guidance to develop forecasting models for other energies.

Besides, there are many other two-stage hybrid forecasting models that have been proposed and applied in various fields [63–70]. The proposed hybrid model in this study is not the only hybrid forecasting scheme for the prediction of demand of crude oil, as one can combine other artificial intelligence techniques or traditional multivariate models, like decision tree, multivariate adaptive regression splines, logistic regression, rough set, or independent component analysis, with ANN, SVR, or ELM for further improving the prediction accuracies. Based on our work, further research may be
expands. For example, extensions of the proposed hybrid prediction methods to other machine learning techniques or statistical prediction methods or to multistage prediction procedures are possible. Such works deserve further research and are our future concern.
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