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This paper studies a linear quadratic nonzero sum differential game problem with asymmetric information. Compared with the existing literature, a distinct feature is that the information available to layers is asymmetric. Nash equilibrium points are obtained for several classes of asymmetric information by stochastic maximum principle and technique of completion square. The systems of some Riccati equations and forward-backward stochastic filtering equations are introduced and the existence and uniqueness of the solutions are proved. Finally, the unique Nash equilibrium point for each class of asymmetric information is represented in a feedback form of the optimal filtering of the state, through the solutions of the Riccati equations.

1. Introduction

Throughout this article, we denote by $\mathbb{R}^k$ the $k$-dimensional Euclidean space, $\mathbb{R}^{k \times l}$ the collection of $k \times l$ matrices. The superscript $*$ denotes the transpose of vectors or matrices. Let $(\Omega, \mathcal{F}, (\mathcal{F}_t), P)$ be a complete filtered probability space in which $\mathcal{F}_t$ denotes a natural filtration generated by a three dimensional standard Brownian motion $(W_1(t), W_2(t), W_3(t))$, $\mathcal{F} = \mathcal{F}_{T}$, and $T > 0$ be a fixed time horizon. For a given Euclidean space, we denote by $\langle \cdot, \cdot \rangle$ (resp., $|\cdot|$) the scalar product (resp., norm). We also denote by $L_2(0, T; S)$ the space of all $S$-valued, $\mathcal{F}_t$-adapted and square integrable processes, by $L_2(\Omega; S)$ the space of all $S$-valued, $\mathcal{F}_{T}$-measurable and square integrable random variables, by $L_2(0, T; S)$ the space of all $S$-valued functions satisfying $\int_0^T |f(t)|^2 dt < \infty$, and by $f(t)^2$ the square of $f(t)$. For the sake of simplicity, we set

$$
\mathcal{F}_t^j = \sigma \{ W_j(s), 0 \leq s \leq t \} \quad (j = 1, 2, 3),
$$

This work is interested in linear quadratic (LQ, for short) non-zero sum differential game with asymmetric information. For simplicity, we only study the case of two players. Let us now begin to specify the problem. Consider the following one-dimensional stochastic differential equation (SDE, for short)

$$
dx^{x_{1}, x_{2}}(t) = \left[ a(t) x^{x_{1}, x_{2}}(t) + b_1(t) v_1(t) + b_2(t) v_2(t) + c(t) \right] dt + g_1(t) dW_1(t)
$$
\[
+ \left[ e(t) x^{\nu_1}(t) + g_2(t) \right] dW_2(t) + g_3(t) dW_3(t),
\]
\[
 x^{\nu_1}(0) = x_0,
\]
and cost functionals of the form
\[
J_i(v_1(\cdot), v_2(\cdot)) = \frac{1}{2} \left[ \int_0^T \left( \ell_i(t) x^{\nu_1}(t)^2 + m_i(t) v_i(t)^2 \right) dt + r_i x^{\nu_1}(T)^2 \right] (i = 1, 2).
\]

Here \(a, b_1, b_2, c, e, g_1, g_2\) and \(g_3\) are bounded and deterministic functions in \(t\), \(l_1\) and \(l_2\) are bounded, nonnegative constants. Hereinafter, we omit all dependence on time variable \(t\) of all processes or deterministic functions if there is no risk of ambiguity from the context.

Let \(\mathcal{F}_t\) denote the full information up to time \(t\) and \(\mathcal{F}^i_t \subset \mathcal{F}_t\) be a given sub-filtration which represents the information available to Player \(i\) \((i = 1, 2)\) at time \(t \in [0, T]\). If \(\mathcal{F}^i_t \subset \mathcal{F}_t\) and \(\mathcal{F}^1_t \neq \mathcal{F}^2_t\), we call the available information partial or incomplete for Player \(i\). If \(\mathcal{F}^1_t \neq \mathcal{F}^2_t\), we call the available information asymmetric for Player 1 and Player 2.

In Section 3, we will point out that some other cases similar to (i)–(iv) can be also solved by the same idea and method. To our knowledge, this paper is the first try to study LQ nonzero sum differential games in the setting of the asymmetric information.

The rest of this paper is organized as follows. In Section 2, we introduce some preliminaries which will be used to derive the forward-backward filtering equations and prove the corresponding existence and uniqueness of the solutions. In Section 3, we obtain the unique explicit Nash equilibrium point for each class of asymmetric information above. We also introduce some Riccati equations and represent the unique Nash equilibrium point in a feedback form of the optimal filtering of the state with respect to the corresponding
asymmetric information, through the solutions of the Riccati equations. Some conclusions are given in Section 4.

2. Preliminary Results

In this section, we are going to introduce two lemmas, which will be often used later. First, we present existence and uniqueness for the solutions of the forward-backward stochastic differential equation (FBSDE, for short), whose dynamics is described by

\[ dx = b(t, x, y) \, dt + \sigma(t, x, y) \, dW, \]
\[ -dy = f(t, x, y, z) \, dt - z \, dW, \]
\[ x(0) = x_0, \quad y(T) = \varphi(x(T)). \]

Here \( x(t) \) satisfies an (forward) SDE, \( (y(\cdot), z(\cdot)) \) satisfies a backward stochastic differential equation, \( W(\cdot) \) takes value in \( \mathbb{R}^d \), and \( b, \sigma, f, \) and \( \varphi \) are the mappings with suitable sizes.

We introduce the notations

\[ u = (x, y, z)^\ast, \quad A(t, u) = (-f, b, \sigma)^\ast(t, u), \]

and make the following assumption.

For each \( u \), \( A(t, u) \) and \( \varphi \) are uniformly Lipschitz continuous with respect to their variables; for every \( x, \varphi(x) \) is in \( \mathcal{L}_2^\infty(\Omega; \mathbb{R}^n) \); for every \( (a, t) \in \Omega \times [0, T] \), \( b(\omega, t, 0, 0) \in \mathcal{L}_2^\infty(0, T; \mathbb{R}^n) \), \( \sigma(\omega, t, 0, 0) \in \mathcal{L}_2^\infty(0, T; \mathbb{F}^d) \), and \( f(\omega, t, 0, 0, 0) \in \mathcal{L}_2^\infty(0, T; \mathbb{R}^n) \).

We also make the following assumption.

The functions \( A(t, u) \) and \( \varphi \) satisfy the monotonic conditions:

\[ A(t, u_1) - A(t, u_2) \leq -\kappa_1|x_1 - x_2|^2 - \kappa_2|y_1 - y_2|^2, \]
\[ \varphi(x_1) - \varphi(x_2), x_1 - x_2) \geq \kappa_3|x_1 - x_2|^2, \]
\[ \forall u_1 - u_2 = (x_1 - x_2, y_1 - y_2, z_1 - z_2), \]

where \( \kappa_1, \kappa_2, \) and \( \kappa_3 \) are given nonnegative constants satisfying \( \kappa_1 + \kappa_2 > 0, \kappa_2 + \kappa_3 > 0 \).

Then we have the following lemma, which is a direct deduction of Theorem 1 in Wu and Yu [11] with no random jumps.

Lemma 1. If the assumptions \( (H_1) \) and \( (H_2) \) hold, then (6) has a unique triple \( (x(\cdot), y(\cdot), z(\cdot)) \in \mathcal{L}_2^\infty(0, T; \mathbb{R}^n) \).

Remark 2. If we assume \( \sigma \equiv 0 \) and all functions are deterministic, then (6) is reduced to a forward-backward ordinary differential equation (ODE, for short):

\[ dx = b(t, x, y) \, dt, \]
\[ -dy = f(t, x, y) \, dt, \]
\[ x(0) = x_0, \quad y(T) = \varphi(x(T)). \]

We define the notation \( u = (x, y)^\ast, G(t, u) = (-f, b)^\ast(t, u) \).

If \( b, f, \varphi, \) and \( G \) satisfy the assumptions \( (H_1) \) and \( (H_2) \) with \( \mathcal{L}_2^\infty(0, T; \mathbb{R}^n) \) replaced by \( \mathcal{L}^2(0, T; \mathbb{R}^n) \) and \( \varphi \) is uniformly bounded, then (9) has a unique solution \( x, y \in \mathcal{L}^2(0, T; \mathbb{R}^n) \).

The following lemma is from the monograph by Chung [15] (see the example, Section 9.2).

Lemma 3. If \( \mathcal{F}_1, \mathcal{F}_2, \) and \( \mathcal{F}_3 \) are three \( \sigma \)-algebras, and \( \mathcal{F}_1 \lor \mathcal{F}_2 \) is independent of \( \mathcal{F}_3, \) then, for any integrable random variable \( X \in \mathcal{F}_1, \) we have \( E[X | \mathcal{F}_2 \lor \mathcal{F}_3] = E[X | \mathcal{F}_2] \).

3. Nash Equilibrium Point

In this section, we will derive the explicit form of the Nash equilibrium point for Problem (LQ NZSDG), applying stochastic maximum principle for partial information optimal control problem and the technique of complete square. Further, we also introduce the Riccati equations and represent the Nash equilibrium point as a feedback of the optimal filters \( \hat{x}, \tilde{x} \), and \( \bar{x} \), through the solutions to the Riccati equations. We first introduce two LQ stochastic control problems with two pieces of general asymmetric information \( \mathcal{F}_1^1 \) and \( \mathcal{F}_2^1 \) which is closely related to problem (LQ NZSDG).

Problem (LQSCI):

\[ \min \{ J_1^{\text{v}_1}(v_1(\cdot)) | v_1(\cdot) \in \mathcal{U}_1 \}, \]
\[ J_1^{\text{v}_1}(v_1(\cdot)) = \frac{1}{2} \mathbb{E} \left[ \int_0^T (l_1(x^v_1)^2 + m_1(v_1)^2) \, dt + r_1 x^v_1(T)^2 \right], \]

subject to

\[ dx^v_1 = \left[ ax^v_1 + b_1 v_1(t) + b_2 u_2 + c \right] \, dt \]
\[ + g_1 dW_1 + \left[ e x^v_1 + g_2 \right] dW_2 + g_3 dW_3, \]
\[ x^v_1(0) = x_0. \]

Problem (LQSC2):

\[ \min \{ J_2^{\text{v}_2}(v_2(\cdot)) | v_2(\cdot) \in \mathcal{U}_2 \}, \]
\[ J_2^{\text{v}_2}(v_2(\cdot)) = \frac{1}{2} \mathbb{E} \left[ \int_0^T (l_2(x^v_2)^2 + m_2(v_2)^2) \, dt + r_2 x^v_2(T)^2 \right], \]
subject to
\[
dx^2 = \left[ ax^2 + b_1 u_1(t) + b_2 v_2 + c \right] dt \\
+ g_1 dW_1 + \left[ ex^2 + g_2 \right] dW_2 + g_3 dW_3, \tag{13}
\]
\[x^2(0) = x_0. \]

We can check that \( x^{u_1} = x^{u_2} = x^{u_1; u_2} \equiv x, \) \( J_1^{(1)}(u_1(\cdot), u_2(\cdot)) = J_2^{(1)}(u_1(\cdot), u_2(\cdot)), \) and \( J_2^{(2)}(u_2(\cdot)) = J_2^{(1)}(u_1(\cdot), u_2(\cdot)) \) hold. If \((u_1, u_2)\) is a Nash equilibrium point, then, from the definition of Nash equilibrium point (see (5)), we can conclude that \( u_1 \) (resp., \( u_2 \)) is an optimal control for Problem (LQSC1) (resp., Problem (LQSC2)). Appealing to the stochastic maximum principle under partial information (see [16], Remark 2.1 with the drift coefficient of the observation equation being zero and convex control domain, or [17], Theorem 3.1 with nonrandom jumps), we can derive the following necessary conditions of the optimal controls for Problem (LQSC1) and Problem (LQSC2).

**Lemma 4.** If \( u_1 \) (resp., \( u_2 \)) is an optimal control for Problem (LQSC1) (resp., Problem (LQSC2)), then we have
\[
u_1(t) = -m_1^{-1}(t) b_1(t) E \left[ y_1(t) \mid \mathcal{F}_t^1 \right] , \tag{14a}
\]
\[
u_2(t) = -m_2^{-1}(t) b_2(t) E \left[ y_2(t) \mid \mathcal{F}_t^2 \right], \tag{14b}
\]
where \((x, (y_1, z_{11}, z_{12}, z_{13}), (y_2, z_{21}, z_{22}, z_{23}))\) is a solution to the following FBSDE:
\[
dx = \left[ ax - b_1^2 m_1^{-1} E \left( y_1(t) \mid \mathcal{F}_t^1 \right) - b_2^2 m_2^{-1} E \left( y_2(t) \mid \mathcal{F}_t^2 \right) + c \right] dt + g_1 dW_1 + \left[ ex + g_2 \right] dW_2 + g_3 dW_3, \tag{15a}
\]
\[-dy_1 = \left[ ay_1 + e z_{12} + l_1 x \right] dt - z_{11} dW_1 - z_{12} dW_2 - z_{13} dW_3, \tag{15b}
\]
\[-dy_2 = \left[ ay_2 + e z_{22} + l_2 x \right] dt - z_{21} dW_1 - z_{22} dW_2 - z_{23} dW_3, \tag{15c}
\]
\[x(0) = x_0, \quad y_1(T) = r_1 x(T), \quad y_2(T) = r_2 x(T). \tag{15d}
\]

It is obvious that \((u_1, u_2) \in \mathcal{U}_1 \times \mathcal{U}_2\) is a candidate Nash equilibrium point for Problem (LQ NZSDG). We will prove \((u_1, u_2)\) is exactly a Nash equilibrium point in the sequel.

**Lemma 5.** \((u_1, u_2)\) in (21) is indeed a Nash equilibrium point for Problem (LQ NZSDG).

**Proof.** For any \( v_1(\cdot) \in \mathcal{U}_1 \), we have
\[
J_1(\nu_1(\cdot), u_2(\cdot)) - J_1(u_1(\cdot), u_2(\cdot)) = \frac{1}{2} E \int_0^T \left[ l_1 (x^{v_1}_1 - x)^2 + m_1 (v_1 - u_1)^2 \right] dt, \tag{16a}
\]
\[
+ \frac{1}{2} E \left[ r_1 (x^{v_1}_1 - x(T))^2 \right] + \Theta. \tag{16b}
\]

where
\[
\Theta = E \int_0^T \left[ l_1 x (x^{v_1}_1 - x) + m_1 u_1 (v_1 - u_1) \right] dt \\
+ E \left[ r_1 x (x^{v_1}_1 - x(T)) \right]. \tag{17}
\]

We apply Itô’s formula to \( y_1(x^{v_1}_1 - x) \) and get
\[
\Theta = E \int_0^T \left( m_1 \int_0^t (v_1(t) - u_1(t)) dt \right) \left( v_1(t) - u_1(t) \right) \left( y_1(t) \mid \mathcal{F}_t^1 \right) dt \\
+ E \left[ r_1 x (x^{v_1}_1 - x(T)) \right] = 0. \tag{18}
\]

Then, because \( l_1 \) and \( r_1 \) are nonnegative, and \( m_1 \) is positive, we have
\[
J_1(v_1(\cdot), u_2(\cdot)) - J_1(u_1(\cdot), u_2(\cdot)) \geq 0. \tag{19}
\]

Similarly, for any \( v_2(\cdot) \in \mathcal{U}_2 \), we also have
\[
J_2(u_1(\cdot), v_2(\cdot)) - J_2(u_1(\cdot), u_2(\cdot)) \geq 0. \tag{20}
\]

Therefore, we can conclude that \((u_1, u_2)\) in (14) is a Nash equilibrium point for Problem (LQ NZSDG) indeed. \( \square \)

Combining Lemmas 4 and 5, we obtain the following theorem.

**Theorem 6.** \((u_1, u_2)\) is a Nash equilibrium point for Problem (LQ NZSDG) if and only if \((u_1, u_2)\) has the form denoted by (14) and \((x, (y_1, z_{11}, z_{12}, z_{13}), (y_2, z_{21}, z_{22}, z_{23}))\) satisfies FBSDE (15a)–(15d).

**Remark 7.** If (15a)–(15d) has a unique solution, then Problem (LQ NZSDG) has a unique Nash equilibrium point. If (15a)–(15d) have many solutions, then Problem (LQ NZSDG) may have many Nash equilibrium points. If (22a)–(22d) have no solution, Problem (LQ NZSDG) has no Nash equilibrium point. The existence and uniqueness of the Nash equilibrium point for Problem (LQ NZSDG) are equivalent to the existence and uniqueness of (15a)–(15d).

Note that, under the two pieces of general asymmetric information \( \mathcal{F}_t^1 \) and \( \mathcal{F}_t^2 \), the optimal filtering \( E(y_1(t) \mid \mathcal{F}_t^1) \) (\( i = 1, 2 \)) is very abstract which leads to the difficulty in finding the filtering equations satisfied by \( E(y_i(t) \mid \mathcal{F}_t^i) \) (\( i = 1, 2 \)). In the following, we begin to study Problem (LQ NZSDG) under several classes of particular asymmetric information. Though the chosen observable information is a bit special, the mathematical deductions are still highly complicated, and the derived results are interesting and meaningful.
3.1 Case 1: \( G^1 = \mathcal{F}^{1,2} \) and \( G^2 = \mathcal{F}^{2,3} \). In this case, from the notations defined by (1), we have \( \mathbb{E}(y_1(t) \mid G^1) = \tilde{y}_1(t) \) and \( \mathbb{E}(y_2(t) \mid G^2) = \tilde{y}_2(t) \). Hereinafter, we simply call \( \tilde{y}_1 \) and \( \tilde{y}_2 \) the optimal filters of \( y_1 \) and \( y_2 \), respectively, if there is no ambiguity from the notations and context. Then Theorem 6 can be rewritten as follows.

**Theorem 8.** \((u_1, u_2)\) is a Nash equilibrium point for Problem (LQ NZSDG) if and only if \((u_1, u_2)\) has the following form:

\[
\begin{align*}
u_1(t) & = -m_1^{-1}(t) b_1(t) \tilde{y}_1(t), \\
u_2(t) & = -m_2^{-1}(t) b_2(t) \tilde{y}_2(t),
\end{align*}
\]

where \((x, (y_1, z_{11}, z_{12}, z_{13}), (y_2, z_{21}, z_{22}, z_{23}))\) is a solution to the following FBSDE:

\[
\begin{align*}
\frac{dx}{dt} & = \left[ ax - b_1^2 m_1^{-1} \tilde{y}_1 - b_2^2 m_2^{-1} \tilde{y}_2 + c \right] dt + g_1 dW_1 + \left[ e_x + g_2 \right] dW_2 + g_3 dW_3, \\
-dy_1 & = [a y_1 + e z_{12} + l_1 x] dt - z_{11} dW_1 - z_{12} dW_2 - z_{13} dW_3, \\
-dy_2 & = [a y_2 + e z_{22} + l_2 x] dt - z_{22} dW_2 - z_{23} dW_3, \\
x(0) & = x_0, \quad y_1(T) = r_1 x(T), \quad y_2(T) = r_2 x(T).
\end{align*}
\]

We can see that (22a)–(22d) is a very complicated FBSDE. First, (forward) SDE (22a) is one dimensional and the combination of BSDEs (22b) and (22c) is two dimensional, which is more intricate than the case of forward SDE and BSDE with the same dimension. Second, the drift terms and terminal conditions in (22b) and (22c) contain \( x \). Finally, the drift term in (22a) contains the optimal filter \( \tilde{y}_1 \) (resp., \( \tilde{y}_2 \)) of \( y_1 \) (resp., \( y_2 \)) with respect to \( \mathcal{F}^{1,2} \) (resp., \( \mathcal{F}^{2,3} \)), whose dynamics has not been known.

Now it is the position to seek the dynamics of \( \tilde{y}_1(t) \) and \( \tilde{y}_2(t) \) which will be used to construct the analytical representation of the Nash equilibrium point. Applying Lemma 5.4 in Xiong [18] and Lemma 3, we obtain the optimal filters of \( x \) and \( y_1 \) in (22a) and (22b) with respect to \( \mathcal{F}^{1,2} \) for Player 1 which satisfies

\[
\begin{align*}
\frac{d\tilde{x}}{dt} & = \left[ a \tilde{x} - b_1^2 m_1^{-1} \tilde{y}_1 - b_2^2 m_2^{-1} \tilde{y}_2 + c \right] dt + g_1 dW_1 + \left[ e \tilde{x} + g_2 \right] dW_2, \\
-d\tilde{y}_1 & = \left[ a \tilde{y}_1 + e \tilde{z}_{12} + l_1 \tilde{x} \right] dt - \tilde{z}_{11} dW_1 - \tilde{z}_{12} dW_2, \\
\tilde{x}(0) & = x_0, \quad \tilde{y}_1(T) = r_1 \tilde{x}(T).
\end{align*}
\]

Similarly, we can obtain the optimal filters of \( x \) and \( y_2 \) in (22a) and (22c) with respect to \( \mathcal{F}^{2,3} \) for Player 2 which satisfies

\[
\begin{align*}
\frac{d\tilde{x}}{dt} & = \left[ a \tilde{x} - b_1^2 m_1^{-1} \tilde{y}_1 - b_2^2 m_2^{-1} \tilde{y}_2 + c \right] dt + \left[ e \tilde{x} + g_2 \right] dW_2 + g_3 dW_3, \\
-d\tilde{y}_2 & = \left[ a \tilde{y}_2 + e \tilde{z}_{22} + l_2 \tilde{x} \right] dt - \tilde{z}_{22} dW_2 - \tilde{z}_{23} dW_3, \\
\tilde{x}(0) & = x_0, \quad \tilde{y}_2(T) = r_2 \tilde{x}(T).
\end{align*}
\]

We introduce an assumption:

\((H_3)\) \( b_1^2(t)m_1^{-1}(t) = b_2^2(t)m_2^{-1}(t), \ t \in [0, T] \),

which is needed in the following lemmas and theorems.

**Lemma 9.** Under the assumption \((H_3)\), (25a)–(25d) have a unique solution \((\tilde{x}, (\tilde{y}_1, \tilde{z}_{12}), (\tilde{y}_2, \tilde{z}_{22})) \in L^2_{\mathcal{F}^{1,2}}(0, T; R^5)\).

**Proof.** We first introduce another FBSDE:

\[
\begin{align*}
\frac{dn}{dt} & = \left( an - b_1^2 m_1^{-1} p + c \right) dt + \left( en + g_2 \right) dW_2, \\
dp & = \left( ap + eq + (l_1 + l_2) n \right) dt - q dW_2, \\
n(0) & = x_0, \quad p(T) = (r_1 + r_2) n(T).
\end{align*}
\]

If \((\tilde{x}, (\tilde{y}_1, \tilde{z}_{12}), (\tilde{y}_2, \tilde{z}_{22}))\) is a solution to (25a)–(25d), then \((n, p, q)\) is a solution to (26), where

\[
\begin{align*}
n & = \tilde{x}, \\
p & = \tilde{y}_1 + \tilde{y}_2, \\
q & = \tilde{z}_{12} + \tilde{z}_{22}.
\end{align*}
\]
On the other hand, if \((n, p, q)\) is a solution to (26), we introduce the following BSDE:
\[
-dp_1 = [ap_1 + eq_{12} + l_1n] dt - q_{12}dW_2, \\
-dp_2 = [ap_2 + eq_{22} + l_2n] dt - q_{22}dW_2, \\
p_1(T) = r_1n(T), \quad p_2(T) = r_2n(T).
\]

From the existence and uniqueness of BSDE (see [27]), (28) has a unique solution \((p_1, q_{12}, p_2, q_{22})\) with \(p_1 + p_2 = p_1 + q_{22} = q\). Further, we can check that \((n, (p_1, q_{12}), (p_2, q_{22}))\) is a solution to (25a)–(25d). In other words, the existence and uniqueness of (25a)–(25d) are equivalent to those of (26). It is easy to check that (26) satisfies the assumptions \((H_1)\) and \((H_2)\). From Lemma 1, it has a unique solution \((n, p, q)\). So do (25a)–(25d).

We observe that (25a)–(25d) are independent of (23a)–(23c) and (24a)–(24c). We can first solve (25a)–(25d) and derive the unique solution \((\bar{x}, (\bar{y}_1, z_{11}, z_{12}), (\bar{y}_2, z_{21}, z_{22}))\). Then we plug \(\bar{y}_2\) (resp., \(\bar{y}_1\)) into (23a)–(23c) (resp., (24a)–(24c)). From Lemma 1, we have the following lemma.

**Lemma 10.** If the assumption \((H_2)\) holds, there exists a unique solution \((\bar{x}, (\bar{y}_1, z_{11}, z_{12}), \bar{z}_{21}, \bar{z}_{22}) \in L^2_{\mathcal{F}_T}(0, T; R^4)\) (resp., \((\bar{x}, (\bar{y}_2, z_{21}, z_{22})) \in L^2_{\mathcal{F}_T}(0, T; R^4)\)) to (23a)–(23c) (resp., (24a)–(24c)).

After we obtain the unique solutions \(\bar{y}_1\) and \(\bar{y}_2\) by solving (23a)–(23c) and (24a)–(24c), respectively, from the existence and uniqueness of solutions of SDEs, we conclude that (22a) has a unique solution \(\dot{x}\). Further, (22b) and (22c) also have unique solutions \((\bar{y}_1, z_{11}, z_{12}, z_{13})\) and \((\bar{y}_2, z_{21}, z_{22}, z_{23})\), respectively. Then we can say that (22a)–(22d) have a unique solution, which implies the following theorem.

**Theorem 11.** Under the assumption \((H_2)\), Problem (LQ NZSDG) has a unique Nash equilibrium point denoted by
\[
\begin{align*}
  u_1(t) &= -m_1^{-1}(t) b_1(t) \bar{y}_1(t), \\
u_2(t) &= -m_2^{-1}(t) b_2(t) \bar{y}_2(t),
\end{align*}
\]

where \(\bar{y}_1\) and \(\bar{y}_2\) are uniquely determined by the systems of (23a)–(25d).

In the following, the Riccati equations are introduced, and the Nash equilibrium point is represented in a feedback of the optimal filters \(\bar{x}, \dot{\bar{x}}, \dot{\bar{x}}\). Hereinafter, we suppose the assumption \((H_2)\) always holds.

Set
\[
\bar{y}_i = \alpha_i \bar{x} + \beta_i \quad (i = 1, 2),
\]
where \(\alpha_i\) and \(\beta_i\) are undetermined deterministic functions on \([0, T]\) satisfying \(\alpha_i(T) = r_i\) and \(\beta_i(T) = 0\).

Applying Itô’s formula to \(\bar{y}_1\) in (30), it yields
\[
d\bar{y}_1 = \left[ \left( \alpha_1 - b_1^2 m_1^{-1} \alpha_1^2 - b_2^2 m_2^{-1} \alpha_1 \alpha_2 + a_1 \right) \bar{x} \\
+ \left( \beta_1 - b_1^2 m_1^{-1} \alpha_1 \beta_1 - b_2^2 m_2^{-1} \alpha_1 \beta_2 + \alpha_1 c \right) \right] dt \\
+ \alpha_1 (\bar{e} x + g_2) dW_2,
\]
which implies
\[
\bar{z}_{12} = \alpha_1 (\bar{e} x + g_2).
\]

Substituting (30) and (32) into (25b) and comparing the coefficients between (25b) and (31), we have
\[
\alpha_1 - b_1^2 m_1^{-1} \alpha_1^2 + (2a + e^2) \alpha_1 - b_2^2 m_2^{-1} \alpha_1 \alpha_2 + l_1 = 0, \tag{33a}
\]
\[
\beta_1 + \left( a - b_1^2 m_1^{-1} \alpha_1 \right) \beta_1 - b_2^2 m_2^{-1} \alpha_1 \beta_2 + (c + e g_2) \alpha_1 = 0. \tag{33b}
\]

Applying Itô’s formula to \(\bar{y}_2\) in (30), it yields
\[
d\bar{y}_2 = \left[ \left( \alpha_2 - b_2^2 m_2^{-1} \alpha_2^2 - b_1^2 m_1^{-1} \alpha_2 \alpha_1 + a_2 \right) \bar{x} \\
+ \left( \beta_2 - b_2^2 m_2^{-1} \alpha_2 \beta_2 - b_1^2 m_1^{-1} \alpha_2 \beta_1 + \alpha_2 c \right) \right] dt \\
+ \alpha_2 (\bar{e} x + g_2) dW_2,
\]
which implies
\[
\bar{z}_{22} = \alpha_2 (\bar{e} x + g_2). \tag{35}
\]

Substituting (30) and (35) into (25c) and comparing the coefficients between (25c) and (34), we have
\[
\alpha_2 - b_2^2 m_2^{-1} \alpha_2^2 + (2a + e^2) \alpha_2 - b_1^2 m_1^{-1} \alpha_2 \alpha_1 + l_2 = 0, \tag{36a}
\]
\[
\beta_2 + \left( a - b_2^2 m_2^{-1} \alpha_2 \right) \beta_2 - b_1^2 m_1^{-1} \alpha_2 \beta_1 + (c + e g_2) \alpha_2 = 0. \tag{36b}
\]

Let \(\alpha = \alpha_1 + \alpha_2\). From \((H_2)\), we have
\[
\alpha - b_i^2 m_i^{-1} \alpha_i^2 + (2a + e^2) \alpha_i + l_i + l_2 = 0 \quad \text{on } [0, T), \quad \alpha(T) = r_1 + r_2. \tag{37}
\]

Since (37) is a standard Riccati equation, it has a unique solution \(\alpha(\cdot)\). Introduce two auxiliary equations:
\[
\begin{align*}
\tilde{\alpha}_1 + \left[ (2a + e^2) - b_1^2 m_1^{-1} \alpha \right] \tilde{\alpha}_1 + l_1 &= 0 \\
on [0, T), \quad \tilde{\alpha}_1(T) &= r_1, \\
\tilde{\alpha}_2 + \left[ (2a + e^2) - b_2^2 m_2^{-1} \alpha \right] \tilde{\alpha}_2 + l_2 &= 0 \\
on [0, T), \quad \tilde{\alpha}_2(T) &= r_2,
\end{align*}
\]
where \(\alpha\) is the solution to (37). Obviously, ODEs (38) and (39) have unique solutions \(\tilde{\alpha}_1\) and \(\tilde{\alpha}_2\), respectively. In addition, we can check that \(\alpha_i\) and \(\alpha_2\) in (33a) and (36a) are also
the solutions to (38) and (39), respectively. From the uniqueness of solutions to (38) and (39), it follows that
\[ \alpha_1 = \alpha_1, \quad \alpha_2 = \alpha_2, \]  
(40)
which implies in turn that (33a) and (36a) have the unique solutions to \( \alpha_1 \) and \( \alpha_2 \).

Let \( \beta = \beta_1 + \beta_2 \), and then we have
\[ \beta + (a - b_1^m m_1^{-1} \alpha) \beta + (c + e g_2) \alpha = 0 \]
on \([0, T)\), \quad \beta (T) = 0, \quad \beta_1 (T) = 0, \quad \beta_2 (T) = 0, \]  
(41)
where \( \alpha \) is the solution to (37). Note that ODE (41) has a unique solution \( \beta \). Introduce two another auxiliary equations:
\[ \tilde{\beta}_1 + a \tilde{\beta}_1 - b_2^2 m_1^{-1} \alpha \beta + (c + e g_2) \alpha = 0 \]
on \([0, T)\), \quad \tilde{\beta}_1 (T) = 0, \quad \tilde{\beta}_2 (T) = 0, \]  
(42)
\[ \tilde{\beta}_2 + a \tilde{\beta}_2 - b_1^2 m_1^{-1} \alpha \beta + (c + e g_2) \alpha = 0 \]
on \([0, T)\), \quad \tilde{\beta}_2 (T) = 0, \]  
where \( \alpha_1, \alpha_2, \) and \( \beta \) are the solutions to (38), (39), and (41), respectively. Similarly, we can prove that (33b) and (36b) also have unique solutions \( \beta_1 \) and \( \beta_2 \) satisfying
\[ \tilde{\beta}_1 = \beta_1, \quad \tilde{\beta}_2 = \beta_2. \]  
(43)
Based on the arguments above, we can derive the analytical expressions for \( \alpha_1, \alpha_2, \beta_1, \beta_2, \alpha, \) and \( \beta \). Then (25a) can be rewritten as
\[ d\tilde{x} = \left[ \left( a - b_1^m m_1^{-1} \alpha \right) \tilde{x} - b_2^2 m_1^{-1} \beta + c \right] dt + [e \tilde{x} + g_2] dW_2, \]
\( \tilde{x} (0) = x_0, \)  
(44)
which has a unique solution
\[ \tilde{x} (t) = \int_0^t [ \left( c (s) - b_1^m m_1^{-1} (s) \beta (s) \right) ds + g_2 (s) dW_2 (s)], \]  
(45)
with \( I_t^0 \exp \int_0^t \left[ a (r) - b_1^m m_1^{-1} (r) \right] dr + \int_0^t e (r) dW_2 (r) \).

From the uniqueness of \( \tilde{\alpha}_1, \tilde{\alpha}_2, \beta_1, \beta_2, \) and \( \tilde{x} \), it follows that \( \tilde{\gamma}_1 \) in (30) has a unique analytical expression.

Substituting \( \tilde{\gamma}_1 \) in (30) into (23a)–(23c), we have
\[ d\tilde{x} = \left[ a \tilde{x} - b_2^2 m_1^{-1} \tilde{\gamma}_1 - b_1^2 m_2^{-1} \alpha \tilde{x} - b_2^2 m_2^{-1} \beta_2 + c \right] dt \]
\[ + g_1 dW_1 + [e \tilde{x} + g_2] dW_2, \]  
(46a)
\[ -d\tilde{\gamma}_1 = \left[ a \tilde{\gamma}_1 + e \tilde{\gamma}_2 + l_1 \tilde{x} \right] dt - \tilde{\gamma}_1 dW_1 - \tilde{\gamma}_2 dW_2, \]  
(46b)
\[ \tilde{x} (0) = x_0, \quad \tilde{\gamma}_1 (T) = r_1 \tilde{x} (T). \]  
(46c)
Set
\[ \tilde{y}_1 = \gamma_1 \tilde{x} + \gamma_2 \tilde{x} + \gamma_3 \]  
(47)
with \( \gamma_1 (T) = r_1, \gamma_2 (T) = r_2 (T) = 0 \). Applying Itô's formula to \( \tilde{y}_1 \) in (47), we have
\[ d\tilde{y}_1 = \left[ \left( \gamma_1 - b_1^m m_1^{-1} \gamma_1 \right) \tilde{x} + \gamma_2 \left( a - b_1^m m_1^{-1} \gamma_1 \right) \tilde{\gamma}_2 ight] dt \]
\[ + \gamma_3 \left( -b_1^2 m_2^{-1} \alpha \tilde{\gamma}_1 \right) \tilde{x} + \left( c - b_2^2 m_2^{-1} \beta_2 \right) \tilde{\gamma}_3 \]
\[ + \left( c - b_1^2 m_1^{-1} \beta_1 \right) \tilde{\gamma}_2 \]
\[ + \gamma_1 g_1 dW_1 + \left[ \gamma_1 (e \tilde{x} + g_2) + \gamma_2 (e \tilde{x} + g_2) \right] dW_2, \]  
(48)
which implies
\[ \tilde{\gamma}_1 = \gamma_1 g_1, \quad \tilde{\gamma}_2 = \gamma_1 \tilde{x} + \gamma_2 (e \tilde{x} + g_2) + \gamma_2 (e \tilde{x} + g_2). \]  
(49)
Substituting (47) and (49) into (46b) and comparing the drift and diffusion coefficients with (48), we conclude that
\[ \gamma_1 \gamma_1 - b_1^m m_1^{-1} \gamma_1^2 + (2a + e^2) \gamma_1 + l_1 = 0, \]  
(50a)
\[ \gamma_2 + (2a + e^2 - b_1^m m_1^{-1} \alpha - b_1^2 m_1^{-1} \gamma_1) \gamma_2 - b_2^2 m_2^{-1} \gamma_2 = 0, \]  
(50b)
\[ \gamma_3 + (a - b_1^2 m_1^{-1} \gamma_1) \gamma_3 + (c - b_1^2 m_2^{-1} \beta_2 + e g_2) \gamma_3 \]
\[ + \left( c - b_1^2 m_1^{-1} \beta \right) \gamma_3 = 0. \]  
(50c)
It is clear that there exists a unique solution \( \gamma_1, \gamma_2, \gamma_3 \) to (50a)–(50c). We denote
\[ f_1 = \gamma_1 \gamma_1 - b_1^m m_1^{-1} \gamma_1^2 + (2a + e^2) \gamma_1 + l_1, \quad b_2^2 m_2^{-1} \beta_2 = c, \]  
(51)
and then, in terms of (47), (46a) can be rewritten as
\[ d\tilde{x} = \left[ \left( a - b_1^m m_1^{-1} \gamma_1 \right) \tilde{x} + f_1 \right] dt + g_1 dW_1 + [e \tilde{x} + g_2] dW_2, \]
\( \tilde{x} (0) = x_0, \)  
(52)
which has a unique solution:
\[ \tilde{x} (t) = Y^0_0 x_0 + \int_0^t \gamma^t_1 \left[ \left( f_1 (s) - e (s) g_2 (s) \right) ds \right. \]
\[ + g_1 (s) dW_1 (s) + g_2 (s) dW_2 (s)], \]  
(53)
with \( Y^t_0 = \exp \int_0^t \left[ a (r) - b_1^m m_1^{-1} (r) \gamma_1 (r) - (1/2) e^2 (r) \right] dr + \int_0^t e (r) dW_2 (r). \)
Substituting $\tilde{y}_1$ in (30) into (24a)–(24c), we have
\begin{align}
 d\tilde{x} &= \left[ a\tilde{x} - b_2^2 m_1^{-1} \alpha_1 \tilde{x} - b_2^2 m_1^{-1} \tilde{y}_2 - b_1^2 m_1^{-1} \beta_1 + c \right] dt \\
 &\quad + \left[ e\tilde{x} + g_2 \right] dW_2 + g_3 dW_5, \\
 -d\tilde{y}_2 &= \left[ a\tilde{y}_2 + e\tilde{x} \right] dt - \tilde{z}_2 dW_2 - \tilde{z}_{23} dW_5,
\end{align}
where $\tilde{x}$ and $\tilde{y}_2$ are shown in (45) and (57), respectively.

Set
\begin{equation}
 \tilde{y}_2 = \tau_1 \tilde{x} + \tau_2 \tilde{x} + \tau_3,
\end{equation}
with $\tau_1(T) = r_2$, $\tau_2(T) = \tau_3(T) = 0$. In the similar manner, we can deduce that $(\tau_1, \tau_2, \tau_3)$ satisfies
\begin{align}
 \tau_1 - b_2^2 m_1^{-1} \tau_1 + (2a + e^2) \theta_1 + l_2 &= 0, \\
 \tau_2 + (2a + e^2 - b_2^2 m_1^{-1} \alpha_2 - b_2^2 m_2^{-1} \tau_1) \tau_1 - b_2^2 m_1^{-1} \alpha_1 \theta_1 &= 0, \\
 \tau_3 + (a - b_2^2 m_2^{-1} \tau_1) \tau_1 + (c - b_2^2 m_1^{-2} \beta_1 + e g_2) \tau_1 \\
 &\quad + \left[ c - b_2^2 m_1^{-2} \beta_2 + e g_2 \right] \tau_2 &= 0,
\end{align}
which has a unique solution $(\tau_1, \tau_2, \tau_3)$. We denote
\begin{equation}
 f_2 \equiv - (b_2^2 m_2^{-1} \tau_1 + b_2^2 m_1^{-1} \alpha_1) \tilde{x} - b_2^2 m_1^{-1} \beta_1 - b_2^2 m_2^{-1} \tau_1 + c,
\end{equation}
and then, in terms of (55), (54a) can be rewritten as
\begin{align}
 d\tilde{x} &= \left[ (a - b_2^2 m_1^{-1} \theta_1) \tilde{x} + f_2 \right] dt + [e\tilde{x} + g_2] dW_2 + g_3 dW_5, \\
 \tilde{x}(0) &= x_0,
\end{align}
which has a unique solution
\begin{align}
 \tilde{x}(t) &= \Psi_0^t x_0 + \int_0^t \Psi_s^t \left( (f_2(s) - e(s) g_2(s)) ds \\
 &\quad + g_2(s) dW_2(s) + g_3(s) dW_5(s) \right),
\end{align}
with $\Psi_s^t = \exp\left[ \int_s^t [a(r) - b_2^2(r) m_1^{-1}(r) \theta_1(r) - (1/2) e^2(r)] dr + \int_s^t e(r) dW_2(r) \right]$.

Based on the arguments above, we derive the Nash equilibrium point which is represented in the feedback of the optimal filters $\hat{x}$, $\hat{x}$, and $\bar{x}$ of the state $x$. Then Theorem II can be rewritten as follows.

**Theorem 12.** Under the assumption $(H_3)$, Problem (LQ NZSDG) has a unique Nash equilibrium point denoted by
\begin{align}
 u_1(t) &= -m_1^{-1}(t) b_1(t) (\gamma_1(t) \bar{x}(t) + \gamma_2(t) \tilde{x}(t) + \gamma_3(t)), \\
 u_2(t) &= -m_2^{-1}(t) b_2(t) (\tau_1(t) \bar{x}(t) + \tau_2(t) \tilde{x}(t) + \tau_3(t)),
\end{align}
where $\bar{x}$, $\tilde{x}$, and $\tilde{x}$ are as shown in (45), (53), and (59), respectively, and $\gamma_1$ and $\gamma_i$ $(i = 1, 2, 3)$ are uniquely determined by the systems of (50a)–(50c) and (56a)–(56c), respectively.

**Remark 13.** We introduce another assumption:
\begin{equation}
 (H_3)' \quad b_i^2 m_i^{-1} (i = 1, 2) \text{ independent of } t.
\end{equation}
We can check that when the assumption $(H_3)$ is replaced by $(H_3)'$, the foregoing lemmas and theorems still hold.

3.2. Case 2: $\mathcal{G}_i^1 = \mathcal{F}_i^{1,2}$ and $\mathcal{G}_i^2 = \mathcal{F}_i^{2}$. In this case, we have $\mathcal{E}(y_1(t) | \mathcal{G}_i^1) = \tilde{y}_1(t)$ and $\mathcal{E}(y_2(t) | \mathcal{G}_i^2) = \tilde{y}_2(t)$. Applying the similar methods shown in Section 3.1, we can obtain the following theorem.

**Theorem 14.** $(u_1, u_2)$ is a Nash equilibrium point for Problem (LQ NZSDG) if and only if
\begin{align}
 u_1(t) &= -m_1^{-1}(t) b_1(t) \gamma_1(t), \\
 u_2(t) &= -m_2^{-1}(t) b_2(t) \gamma_2(t),
\end{align}
where $(x, (y_1, z_{11}, z_{12}, z_{13}), (y_2, z_{21}, z_{22}, z_{23}))$ is a solution of the following FBSDE:
\begin{align}
 dx &= \left[ ax - b_1^2 m_1^{-2} \gamma_1 - b_2^2 m_2^{-2} \tilde{y}_2 + c \right] dt \\
 &\quad + g_1 dW_1 + [ex + g_2] dW_2 + g_3 dW_5, \\
 -dy_1 &= \left[ ay_1 + ez_{12} + l_1 x \right] dt \\
 &\quad - z_{11} dW_1 - z_{12} dW_2 - z_{13} dW_3, \\
 -dy_2 &= \left[ ay_2 + ez_{22} + l_2 x \right] dt \\
 &\quad - z_{21} dW_1 - z_{22} dW_2 - z_{23} dW_3,
\end{align}
\begin{align}
 x(0) &= x_0, \\
 y_1(T) &= r_1 x(T), \\
 y_2(T) &= r_2 x(T).
\end{align}

**Under the assumption $(H_3)$, we can check that the filtering equations (23a)–(23c), (25a)–(25d), and the linear relations (30) and (47) still hold, and the systems of equations (33a), (33b), (36a), (36b), and (59a)–(59c) are still uniquely solvable. Then we have the following theorem.**

**Theorem 15.** If $(H_3)$ holds, then Problem (LQ NZSDG) has a unique Nash equilibrium point denoted by
\begin{align}
 u_1(t) &= -m_1^{-1}(t) b_1(t) \gamma_1(t) (y_1(t), \tilde{x}(t) + y_2(t) \tilde{x}(t) + \gamma_3(t)), \\
 u_2(t) &= -m_2^{-1}(t) b_2(t) (\alpha_2(t) \tilde{x}(t) + \beta_2(t)),
\end{align}
where $\bar{x}$ and $\tilde{x}$ are shown in (45) and (53), respectively.
Remark 16. In the cases similar to Case 2, such as $G^1_t = \mathbb{F}^{2,3}_t$ and $G^2_t = \mathbb{F}^{1,3}_t$, the corresponding results can be easily derived.

3.3. Case 3: $G^1_t = \mathbb{F}_t$ and $G^2_t = \mathbb{F}_t$. In this case, we have $E(\eta(t) | G^1_t) = \tilde{y}_1(t)$ and $E(\eta(t) | G^2_t) = \tilde{y}_2(t)$. Then we have the following theorem.

**Theorem 17.** $(u_1, u_2)$ is a Nash equilibrium point for Problem (LQ NZSDG) if and only if

\[
\begin{align*}
u_1(t) &= -m_1^{-1}(t) b_1(t) \gamma_1(t) , \\
u_2(t) &= -m_2^{-1}(t) b_2(t) \gamma_2(t) ,
\end{align*}
\]

where $(x, (y_1, z_{11}, z_{12}, z_{13}), (y_2, z_{21}, z_{22}, z_{23}))$ is a solution to the following FBSDE:

\[
\begin{align*}
\frac{dx}{dt} &= [a x - b_1^2 m_1^{-1} y_1 - b_2^2 m_2^{-1} \tilde{y}_2 + c] dt + g_1 dW_1 \\
&\quad + [e x + g_2] dW_2 + g_3 dW_3, \\
-dy_1 &= [a y_1 + e z_{12} + l_1 x] dt - z_{11} dW_1 - z_{12} dW_2 - z_{13} dW_3, \\
-dy_2 &= [a y_2 + e z_{22} + l_2 x] dt - z_{21} dW_1 - z_{22} dW_2 - z_{23} dW_3,
\end{align*}
\]

(65a)-(65d)

Under the assumption $E(\eta(t) | G^1_t) = \tilde{y}_1(t)$ and $E(\eta(t) | G^2_t) = \tilde{y}_2(t)$, the corresponding results can be easily derived.

3.4. Case 4: $G^1_t = \mathbb{F}^{1,2}_t$ and $G^2_t = \mathbb{F}^{1}_t$. In this case, we have $E(\eta(t) | G^1_t) = \tilde{y}_1(t)$ and $E(\eta(t) | G^2_t) = \tilde{y}_2(t)$. Throughout this subsection, we make an additional assumption on (2):

\[(H_4) \quad e(t) = 0, t \in [0, T].\]

Similar to Sections 3.2 and 3.3, we directly present the following theorem.

**Theorem 20.** $(u_1, u_2)$ is a Nash equilibrium point for Problem (LQ NZSDG) if and only if

\[
\begin{align*}
u_1(t) &= -m_1^{-1}(t) b_1(t) \gamma_1(t), \\
u_2(t) &= -m_2^{-1}(t) b_2(t) \gamma_2(t),
\end{align*}
\]

where $(x, (y_1, z_{11}, z_{12}, z_{13}), (y_2, z_{21}, z_{22}, z_{23}))$ is a solution to the following FBSDE:

\[
\begin{align*}
\frac{dx}{dt} &= [a x - b_1^2 m_1^{-1} y_1 - b_2^2 m_2^{-1} \tilde{y}_2 + c] dt \\
&\quad + g_1 dW_1 + g_2 dW_2 + g_3 dW_3, \\
-dy_1 &= [a y_1 + e z_{12} + l_1 x] dt - z_{11} dW_1 - z_{12} dW_2 - z_{13} dW_3, \\
-dy_2 &= [a y_2 + e z_{22} + l_2 x] dt - z_{21} dW_1 - z_{22} dW_2 - z_{23} dW_3,
\end{align*}
\]

(71a)-(71d)

Using the similar method shown in Section 3.1, we obtain the optimal filters of $x$ and $y_1$ in (71a) and (71b) with respect to $\mathbb{F}^{1,2}_t$ which satisfies

\[
\begin{align*}
d\tilde{x} &= [a \tilde{x} - b_1^2 m_1^{-1} \tilde{y}_1 - b_2^2 m_2^{-1} \tilde{y}_2 + c] dt + g_1 dW_1 + g_2 dW_2, \\
-d\tilde{y}_1 &= [a \tilde{y}_1 + l_1 \tilde{x}] dt - z_{11} dW_1 - z_{12} dW_2 - z_{13} dW_3, \\
\tilde{x}(0) &= x_0, \quad \tilde{y}_1(T) = r_1 \tilde{x}(T).
\end{align*}
\]

Here we denote by $\tilde{E}_\eta$ the mathematical expectation $E(\eta(t))$ of the variable $\eta(t)$ and omit $t$ for simplicity. Similarly, we can

\[
\begin{align*}
y_1(t) &= \gamma_1(t) x + \gamma_2(t) \tilde{x} + \gamma_3(t),
\end{align*}
\]

where $\gamma_i$ ($i = 1, 2, 3$) is the solution to (50a)–(50c), and

\[
\begin{align*}
\tilde{x}(t) &= \tilde{Y}_0 x_0 + \int_0^t \tilde{Y}_j' \left[ (f_1(s) - c(s) g_2(s)) ds \\
&\quad + \sum_{i=1}^3 g_i(s) dW_i(s) \right],
\end{align*}
\]

with $Y_j = \exp\{\int_0^1 [a(r) - b_1^2(r) m_1^{-1}(r) \gamma_1(r) - (1/2) c^2(r)] dr + \int_0^1 c(r) dW_2(r)\}$ and $f_1$ defined by (51). Then we have the following theorem.

**Theorem 18.** Under the assumptions $E(\eta(t) | G^1_t) = \tilde{y}_1(t)$ and $E(\eta(t) | G^2_t) = \tilde{y}_2(t)$, the corresponding results can be easily derived.
obtain the optimal filters of $x$ and $y_2$ in (71a) and (71c) with respect to $\mathcal{F}^2_t$, which satisfy
\begin{align}
\dot{x} &= a\dot{x} - b_1^2m_1^{-1}\dot{E}y_1 - b_2^2m_2^{-1}\dot{y}_2 + c \, dt + g_2dW_3, \\
-d\dot{y}_2 &= [a\dot{y}_2 + l_2\dot{x}] \, dt - \zeta_2dW_3, \\
\dot{x}(0) &= x_0, \quad \dot{y}_2(T) = r_2\dot{x}(T).
\end{align}

In addition, $EY_1$ and $EY_2$ together with $Ex$ satisfy
\begin{align}
\dot{E}x &= a\dot{E}x - b_1^2m_1^{-1}\dot{E}y_1 - b_2^2m_2^{-1}\dot{E}y_2 + c, \\
-\dot{E}y_1 &= a\dot{E}y_1 + l_1\dot{E}x, \\
-\dot{E}y_2 &= a\dot{E}y_2 + l_2\dot{E}x, \\
\dot{E}x(0) &= x_0, \quad \dot{E}y_1(T) = r_1\dot{E}x(T), \\
\dot{E}y_2(T) &= r_2\dot{E}x(T),
\end{align}
where $\dot{E}n$ denotes $d\mathbb{E}(n(t))/dt$ for $n = x, y_1, y_2$.

It is clear that (74a)–(74d) are forward-backward ODE independent of (72a)–(73c). Using the similar method shown in Lemma 9 and Remark 2, we conclude that (74a)–(74d) have a unique solution ($\dot{E}x, \dot{E}y_1, \dot{E}y_2$). Plugging the solutions $\dot{E}y_2$ and $\dot{E}y_1$ into (72a)–(72c) and (73a)–(73c), respectively, and applying Lemma 1, we conclude that (72a)–(73c) have the unique solutions $(\dot{x}, \dot{y}_1, \dot{z}_1, \dot{z}_2)$ and $(\dot{x}, \dot{y}_2, \dot{z}_3)$, respectively. Then we derive the more explicit representation of the Nash equilibrium point in (70) as follows.

**Theorem 21.** Under the assumptions $(H_1)$ and $(H_2)$, Problem (LQ NZSDG) has a unique Nash equilibrium point denoted by $u_i(t) = -m_i^{-1}(t)b_i(t)\hat{y}_i(t)$, $i = 1, 2$, (75) where $\hat{y}_1$ and $\hat{y}_2$ are uniquely determined by the systems of (72a)–(74d).

In the sequel, we only present the results and omit the deduction procedures, because the method and technique are parallel to those in Section 3.1.

The relation between $EY_1$ and $Ex$ is as follows:
\begin{equation}
\dot{E}y_i = \alpha_i\dot{E}x + \beta_i \quad (i = 1, 2),
\end{equation}
where $\alpha_i, \beta_i, \alpha$, and $\beta$ are the unique solutions to the systems of (33a), (33b), (36a), (36b), (37), and (41) with $e(\cdot)$ replaced by 0, respectively, and
\begin{equation}
\dot{E}x(t) = \Gamma_0x_0 + \int_0^t\Gamma_1^s\left[c(s) - b_1^2(s)m_1^{-1}(s)\beta(s)\right]ds \quad (77)
\end{equation}
where $\gamma_i (i = 1, 2, 3)$ is the solution to (50a)–(50c) with $e(\cdot)$ replaced by 0, and
\begin{equation}
\dot{x}(t) = \gamma_0x_0 + \int_0^t\gamma_1^s\left[f_1(s)ds + g_1(s)dW_1(s) + g_2(s)dW_2(s)\right],
\end{equation}
with
\begin{equation}
\gamma_i^s = \exp\left[\int_0^ta(r) - b_1^2(r)m_1^{-1}(r)\alpha(r)dr\right].
\end{equation}

The relation between $\hat{y}_2$ and $(\hat{x}, \dot{E}x)$ is as follows:
\begin{equation}
\hat{y}_2 = \gamma_2\hat{x} + \gamma_3\dot{E}x + \gamma_3,
\end{equation}
where $\gamma_i (i = 1, 2, 3)$ is the solution to (50a)–(50c) with $e(\cdot)$ replaced by 0, and
\begin{equation}
\dot{x}(t) = \gamma_0x_0 + \int_0^t\gamma_1^s\left[f_1(s)ds + g_1(s)dW_1(s) + g_2(s)dW_2(s)\right],
\end{equation}
with
\begin{equation}
\gamma_i^s = \exp\left[\int_0^ta(r) - b_1^2(r)m_1^{-1}(r)\alpha(r)dr\right].
\end{equation}

**Theorem 22.** Under the assumption $(H_3)$ and $(H_4)$, Problem (LQ NZSDG) has a unique Nash equilibrium point denoted by $u_1(t) = -m_1^{-1}(t)b_1(t)\hat{y}_1(t) + \gamma_1(t)\hat{x}(t) + g_3(t)\dot{E}x(t) + y_3(t)$, (84) where $Ex$ and $\hat{x}$ are shown in (77), (79), and (82), respectively, and $\gamma_i$ and $\gamma_i (i = 1, 2, 3)$ are uniquely determined by the systems of (50a)–(50c) and (56a)–(56c) with $e(\cdot)$ replaced by 0, respectively.

**Remark 23.** In the cases similar to Case 4, such as $\mathcal{F}^1_i = \mathcal{F}^{1,3}_i$ and $\mathcal{F}^2_i = \mathcal{F}^{2,3}_i$, the corresponding results can be easily derived.

### 4. Conclusion Remark

In this paper, we investigate LQ nonzero sum differential game problem where the information available to players is asymmetric. We discuss the game problem under the four classes of cases: (i) $\mathcal{F}^1_i = \mathcal{F}^{1,2}_i$ and $\mathcal{F}^2_i = \mathcal{F}^{2,3}_i$; (ii) $\mathcal{F}^1_i = \mathcal{F}^{1,2}_i$ and $\mathcal{F}^2_i = \mathcal{F}^{2}_i$; (iii) $\mathcal{F}^1_i = \mathcal{F}^{1}_i$ and $\mathcal{F}^2_i = \mathcal{F}^{2}_i$; (iv) $\mathcal{F}^1_i = \mathcal{F}^{1,2}_i$. Some forward-backward stochastic filtering
equations with respect to the asymmetric information $\mathcal{F}_t^1$ and $\mathcal{F}_t^2$ are introduced and the existence and uniqueness of the solutions are proved. Finally, the corresponding unique Nash equilibrium point is represented in a feedback form of the optimal filtering of the state, through the solutions of some Riccati equations.
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