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This paper presents model and controller design applications to pneumatic actuator embedded system. Two model strategies of position and force are proposed to realize compliance control for stiffness characteristic. Model of the pneumatic actuator system (transfer function) is obtained from system identification (SI) method. Next, combination of predictive functional control with observer (PFC-O) design is selected as a new control strategy for pneumatic system. Performance assessment of the controller is performed in MATLAB and validated through real-time experiments using national instrument (NI) devices and programmable system on chip (PSoC) microcontroller. Result shows that the new controller is adapted to the system and able to successfully control both simulation and real-time experiments.

1. Introduction

Pneumatic control systems are widely explored in research and development (R&D) activities by researchers and industry as they offer advantages such as easy and simple maintenance, relatively low cost, self-cooling properties, good power density (power/dimension rate), fast acting with high accelerations, and installation flexibility [1]. The purpose of a pneumatic control system is to solve problems of many nonlinear characteristics such as valve dead zone problems, mass flow rate parameters, and compliance variation. However, pneumatic system is getting more complex, intelligent, difficult to model especially using mathematical calculation for validation process. System identification (SI) is used to solve system modelling and unknown parameters and linearizes the system from mathematical model drawback. System identification also can obtain the linear mathematical model (transfer function) of the plant system from the measured experimental data. Zadeh presented that there are a multitude of identification process techniques that can be utilized [2]. The application area of transfer function has become widespread to cover areas such as engineering, computer science, financial sector, industrial applications, and many others [3].

Various researchers proposed modeling and controller design in pneumatic system including system identification model. System identification not only can model the plant but also can realize online identification and control of pneumatic actuator in a real-time environment [4]. Reference [5] presented a method of identification and controlling electro pneumatic servo drives via a mixed-reality environment (MRE). To precisely obtain the system's transfer function can be difficult for nonlinear systems. This causes a great difficulty in servopneumatic system modeling and control. In order to avoid the complexity associated with nonlinear system modeling, a MRE is employed to identify the transfer function of the system using a recursive least squares (RLS) algorithm based on the autoregressive moving-average (ARMA) model.
Online system identification can be conducted effectively and efficiently using the proposed method. Next, the research realized online identification of the pneumatic positional servomechanism necessary to determine the order of the numerator and denominator of the system transfer [6]. This research briefly describes two main parts that constitute an adaptive control. The first part describes the design of an optimal structure of mathematical model that allows for continuous identification. The second part describes the design of an adaptive state-space controller whereby the adaptive control is implemented. Another review on modeling, controller design, and implementation system identification to pneumatic actuator has been proposed by various researchers as presented in [7, 8]. The implication of this research is further to improve the performance of existing pneumatic actuators.

Controller design for pneumatic system to control the position, force, compliance, viscosity, and so forth is a challenging issue for improving its tracking performance. Many controller designs were proposed to control pneumatic system such as proportional-integral-derivative (PID), artificial intelligence, and robust controller. Model predictive control (MPC) is one of the controllers that have been successfully used in both industry and academia for the control of large-scale installations, which are typically described by large-scale models with relatively slow dynamics. The key element in MPC is to repeatedly solve an optimization problem based on available measurements of the current state of the process. The advantages of MPC over classic PID control are its ability to steer the process in an optimal approach while taking proactively desired future behavior into account, to tackle multiple inputs and outputs simultaneously and to incorporate constraints. Among the most popular MPC algorithms are dynamic matrix control (DMC), model algorithm control (MAC), generalized predictive control (GPC), predictive functional control (PFC), and so forth [9]. Each controller has their own strategies, advantages, and their specific applications which assured good results. Usually, GPC is widely used in pneumatic systems. However, the system suffers from instability and it is difficult to be implemented on this research real-time embedded system. Industrial applications of PFC can be found in the defense sector, automotive, metallurgical industries, miscellaneous process (chemical reactors and distillation excluded), and so forth [10]. PFC is based on the same approach as all MPC strategies, that is, prediction of the future outputs and calculation of the manipulated variables for optimal control using a simple algorithm. Therefore, PFC is also based on the same principle which uses an internal model, specification of a reference trajectory, and determination of the control law [11]. The research is motivated by the PFC's high-quality control performance with improved rise time, precise tracking, robust stabilization, fast response, and an algorithm that is easy to understand for implementation on a real-time embedded system.

In recent years, interest in exploiting several controller designs on embedded systems has grown. Examples of implementing the controller design for embedded system and their advantage were presented by [9, 12, 13]. The embedded system has been widely applied to manufacturing industry, processing control, communication, instrumentation, vehicle, weapon system, and so forth. In addition, the embedded system is referred to as a dedicated computer application system, which can be adapted into some specialized rigorous requirements to function and power the application system forward. That is to say, it can be centered on the engineering application system, based on computer technology, and its hardware and software can be easily clipped. This allows real-time application by using a chip microprocessor, dSPACE, PC, DSP, and so forth. In these cases the controller designs are not a supervisory controller anymore but directly steer the actuators and as such also the process itself [14, 15].

The related development of the pneumatic system used in this research is presented in [16–19]. Pneumatic system can be further divided into two types of actuator specifically with position accuracy of 0.169 mm and position accuracy of 0.01 mm. The design of actuator with position accuracy of 0.01 mm was enhanced from position accuracy of 0.169 mm for better performance during experimentation on the applications but the system operation for both actuators is still the same. Design with position accuracy of 0.01 mm will have a new position sensor with higher accuracy, new tape type stripe code for better durability, and new enhanced circuit design and will not have been implemented as yet in any application. Figure 1 shows all the parts of the pneumatic actuator at position accuracy of 0.01 mm used in this research. The actuator has 200 mm stroke and can deliver maximum force up to 120 N. KOGANEI-ZMAIR optical sensor is used where smaller pitch of 0.01 mm can be detected. The pneumatic system presents the next generation of actuator development with new features that provide better control, higher position and speed, force accuracy, communication ability, and all-in-one mechanism for compact system design. The pneumatic actuator is equipped with programmable system on chip (PSoC) microcontroller, which acts as the brain for the system and performs the local control to suit the requirements of any related applications. Contraction and extension movements depend on the algorithm to drive the valve using pulse width modulation (PWM) duty cycle. In addition, the pneumatic actuator is able to analyze position, force, stiffness, and viscosity. However, the existing system implements only a simple proportional-integral (PI)
controller design [16–19]. Moreover, there are other disadvantages such as slow response, time delay, overshoot issues and stretch-back may not function with lower stiffness parameters. The main contribution of this paper is to model a pneumatic system by using SI. Of special importance is that the substitute PI controller used and improves the system with the new controller algorithm in embedded system where the accuracy in position, force, and compliance for stiffness characteristics is the main control objective.

The rest of this paper is organized as follows. In Section 2, the model identification technique for this research is described. Section 3 describes the control strategy. Section 4 briefly explains stiffness characteristic. Then, Section 5 describes the embedded controller development. Moreover, Section 6 describes the experimental setup. After that, Section 7 presents the data collection and discussion about system performance. Finally, conclusions and future work are given in Section 8.

2. Model Identification

System Identification (SI) technique is proposed to obtain real-time model of the pneumatic system. Two models are proposed, position model, and force model to realize the stiffness characteristic. The plant mathematical models are developed using MATLAB System Identification Toolbox from open-loop input-output experimental data. Through experimental setup, the hardware and Personal Computer (PC) communicate using Data Acquisition (DAQ) card over the MATLAB software. During experimental setup, data will be gathered and analyzed to support system identification model and to observe the system dynamic. The system identification model will go through model estimation, structure selection, and validation for three models. Good parameters identification requires the usage of input signals that are rich in frequencies. There are several methods of generating the signals such as Pseudo Random Binary Sequence (PRBS), sinusoidal, step multi-sine and so forth. For model estimation in position model, square wave input signal is used while pseudorandom binary sequence (PRBS) input signal is used in force models. In this research, a lower sampling time of \( t_s = 0.01 \) s is used. It is identified that a smaller sampling time could improve controller performance and more samples can also be taken for system identification process. The PWM generator is designed to mimic the 8-bit PWM modules and the signal amplitude is set to 255 and \(-255\) on the PSoC microcontroller to ease implementation on this platform in the future.

There are few structures of parametric model that can be used to represent certain system. An example are Auto-Regressive with Exogenous Input (ARX) model, Auto-Regressive Moving Average with Exogenous Input (ARMAX) model, Output-Error (OE) model, and Box-Jenkins (BJ) model [20]. There are also other models that are not mentioned in this paper. The plant model is derived from the measured input and output signals of a real plant that needs to be identified. The ARX parametric model structure is chosen for its good result which fulfills the criteria for SI model after comparison with other model structures. Assuming that noise is zero, the following equation can be derived:

\[
y(k) + a_1 y(k−1) + \cdots + a_{na} y(k−na) = b_1 u(k−d) + b_2 u(k−d−1) + \cdots + b_{nb} u(k−d−nb+1),
\]

where \( na \geq nb, d \) is time delay, \( na \) is number of poles, \( nb \) is number of zeros, \( u(k) \) is input, and \( y(k) \) is output. A minimum phase model can be obtained using large sampling time whereas the nonminimum phase model can be obtained using small value sampling time [20]. Basically, the models obtained are limited to second and third order only. For example, ARX model will have different structures from lower degree of 2-2-1 structure to high degree of 3-3-1. Higher-order models may produce unstable output. In this case, the third-order model will represent the nearest model of the true plant. After suitable model estimation and structure have been selected, the next procedure is validation. Model validation is to check the validity between the measured data and the desired data under a validation requirement. The simplest validity check is by observing convergence of training errors and assessing the prediction errors for test data. Using part of experimental data that was not used and reserved for model validation purposes, the acceptance or rejection of certain obtained model can be done based on the following criteria using Akaike’s final prediction error (FPE) [20, 21]:

\[
\text{FPE} = V \cdot \left( 1 + \frac{n_a}{N} \right),
\]

where

\[
V = \frac{\epsilon^2(k)}{N} = \frac{e^T(k) \cdot e(k)}{N}
\]

\[
e(k) = [e_k e_{k−1} \cdots e_{k−N}]^T,
\]

where \( V \) is loss function, \( n_a \) is the number of approximated parameters, \( N \) is the number of samples, and \( e(k) \) is error vector. According to Akaike, the selection of model from various orders can be done based on the smallest value of FPE or Akaike’s information criteria (AIC):

\[
\text{AIC} = \log \left[ V \cdot \left( 1 + \frac{2n_a}{N} \right) \right].
\]

Other than FPE or AIC criterion, best fitting criteria can also be used. These criteria show the preciseness of the approximate model as compared to the true model. This best fit criterion is explained by [20, 21] where model selection will be based on the highest percentage value:

\[
\text{fit} = 100 \cdot \left[ 1 - \frac{\text{norm} (\hat{y} - y)}{\text{norm} (y - \bar{y})} \right] \%,
\]

where \( y \) is true value, \( \hat{y} \) is approximate value, and \( \bar{y} \) is mean value.
All these processes are done through the System Identification Toolbox in MATLAB. The following discrete-time open-loop transfer functions for position model shown in (6) and force model shown in (7) were identified for third-order system as follows:

\[
\begin{align*}
B_{\text{Position}}(z^{-1}) & = \frac{0.001269z^{-1} + 0.0004517z^{-2} - 0.0003498z^{-3}}{1 - 1.932z^{-1} + 1.09z^{-2} - 0.1577z^{-3}}, \\
B_{\text{Force}}(z^{-1}) & = \frac{0.04097z^{-1} + 0.04577z^{-2} + 0.01379z^{-3}}{1 - 0.6513z^{-1} - 0.2287z^{-2} - 0.05708z^{-3}}.
\end{align*}
\]

The criteria for both model validation processes are stable because all the poles of the open-loop discrete transfer function lie within the unit circle of the $z$-plane as in Figure 2. Based on the smallest values criteria of AIC and FPE, both models can be accepted. In addition, percentage of best fitting (fit) is more than 90% where the balances are losses because of nonlinear factors such as dead zone, friction, and air leakage.

**3. Control Strategy**

This research proposed the predictive functional control with observer (PFC-O) design for pneumatic system. The formulation of PFC can handle linear and nonlinear processes [10]. Observer design is essential in order to estimate the state of the pneumatic system model. A state observer will provide estimation of the internal state of a given system, from measurements of the input and output of the system.

### 3.1. Predictive Functional Control (PFC)

Many literature approaches of PFC and other MPC algorithms are designed based on the state-space (matrix) form of the plant. The state-space form is preferable for several reasons, easy generalization to multivariable systems and easy analysis of the closed-loop properties, and allows online computation [10, 22]. In this section, the pneumatic model as in (6) or (7) can be converted into state-space form. The PFC algorithm below will explain the main algorithm behind the controller. The general state-space model can be written as in (8):

\[
x_{k+1} = Ax_k + Bu_k, \\
y_k = Cx_k + Du_k.
\]

For a prediction with a strictly proper system, $D = [0]$:

\[
x_{k+2} = Ax_{k+1} + Bu_{k+1}, \\
y_{k+2} = Cx_{k+2}.
\]

By substituting (8) into (9), the state-space model is written as follows:

\[
x_{k+2} = A^2x_k + ABu_k + Bu_{k+1}, \\
y_{k+2} = Cx_{k+2},
\]

\[
x_{k+3} = A^3\left[Ax_k + Bu_k\right] + ABu_{k+1} + Bu_{k+2}, \\
y_{k+3} = Cx_{k+3}.
\]

This process is simply an iteration of a one-step-ahead prediction and repeated substitution results can be generalized to

\[
x_{k+n} = A^nx_k + A^{n-1}Bu_k + A^{n-2}Bu_{k+1} + \cdots + Bu_{k+n-1}, \\
y_{k+n} = C\left[A^n x_k + A^{n-1}Bu_k + A^{n-2}Bu_{k+1} + \cdots + Bu_{k+n-1}\right].
\]

It is clearly seen from (11) that it is possible to convert the state-space model to state prediction equation

\[
\begin{bmatrix}
x_{k+1} \\
x_{k+2} \\
x_{k+3} \\
\vdots \\
x_{k+n}
\end{bmatrix} =
\begin{bmatrix}
A \\
A^2 \\
A^3 \\
\vdots \\
A^n
\end{bmatrix} x_k +
\begin{bmatrix}
B & 0 & 0 & \cdots & 0 \\
AB & B & 0 & \cdots & 0 \\
A^2B & AB & B & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
A^{n-1}B & A^{n-2}B & A^{n-3}B & \cdots & B
\end{bmatrix} u_k +
\begin{bmatrix}
0 \\
0 \\
0 \\
\vdots \\
H_{uu}
\end{bmatrix} u_{k-1}.
\]

\[
\begin{bmatrix}
x_{k+1} \\
x_{k+2} \\
x_{k+3} \\
\vdots \\
x_{k+n}
\end{bmatrix} =
\begin{bmatrix}
A \\
A^2 \\
A^3 \\
\vdots \\
A^n
\end{bmatrix} x_k +
\begin{bmatrix}
B & 0 & 0 & \cdots & 0 \\
AB & B & 0 & \cdots & 0 \\
A^2B & AB & B & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
A^{n-1}B & A^{n-2}B & A^{n-3}B & \cdots & B
\end{bmatrix} u_k +
\begin{bmatrix}
0 \\
0 \\
0 \\
\vdots \\
H_{uu}
\end{bmatrix} u_{k-1}.
\]
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State estimate has two independent characteristic equations:

\[ \det(\lambda I - (A - K obC)) = 0, \quad (22) \]

\[ \det(\lambda I - (A - BK PFC)) = 0. \quad (23) \]

Given the trajectory equation, this can be done by placing the desired vector of the right dimension, respectively. The starting point in formulating PFC control law is developing the reference vector. The parameter setting the desired closed-loop poles. Equation (15) is the predictive essence of control strategy. Indeed, the control moves such that

\[ x_k = P x_k + H u_{k-1}, \quad (14) \]

where \( x_k \) is the state model, \( u_k \) is the input model, and \( y_k \) is the measured output model. \( P_{xx}, H_{xx}, P, \) and \( H \) are matrices and vectors of the right dimension, respectively. The starting point in formulating PFC control law is developing the reference trajectory equation. This can be done by placing the desired closed-loop dynamic into the reference trajectory. Given the actual set point is \( r \), and the loop set point, \( w \), is a first-order lag:

\[ w_{k+i} = r_k - (r_k - y_k) \Psi^i, \quad (15) \]

where \( i \) is value of \( n \), \( y_k \) is the most recent measured output, and \( \Psi(0 < \Psi < 1) \) is scalar time constant and a tuning parameter setting the desired closed-loop poles. Equation (15) is the predictive essence of control strategy. Indeed, the aim is to have the set point trajectory closely follow the reference desired closed-loop behavior. In addition, it must also deal with the set of coincidence points. This can be achieved by using the degree of freedom (DOF) to force the equality of the prediction and the reference trajectory at a number of points. Therefore, solving the control moves such that

\[ y_{k+n} = w_{k+n}, \quad (16) \]

where \( n = n_1, n_2, \ldots \). These equalities are called coincidence points. In usual cases, there are no more than two coincidence points. In this paper, we will only focus on only one coincidence point, \( n_1 \). Thus, at a single coincidence point and using (15) and (16), the control law is determined by

\[ y_{k+n} = w_{k+n} = r_k - (r_k - y_k) \Psi^i. \quad (17) \]

Hence, substituting (14) into (17),

\[ y_{k+n} = P x_k + H u_{k-1} = r_k - (r_k - y_k) \Psi^i. \quad (18) \]

Assuming that \( u_{k+1} = u_k \), thus the control law can be formulated by rewriting (18) and obtain

\[ u_k = -H^{-1} \left[ P x_k + \left( r_k - (r_k - y_k) \Psi^i \right) \right], \quad (19) \]

where \( K_c = -H^{-1}(P - \Psi^i y_k) \) and \( P_c = -H^{-1}(1 - \Psi^i) \). Now, the prediction algorithm can easily be recognized from the fixed linear feedback law. Thus, the typical posterior stability and sensitivity analysis can be easily achieved in a straightforward manner.

As stated earlier, there is only one coincidence point. According to [22], the typical procedure with one coincidence point would be as follows.

1. Choose the desired time constant, \( \Psi \).
2. Do a search for coincidence horizon, \( n_1 = 1, 2 \ldots \) large and find the associated control law for each \( n_1 \).
3. Select the \( n_1 \), which gives closed-loop dynamics closest to the chosen \( \Psi \).
4. Simulate the proposed law. Otherwise, reselect \( \Psi \) and go to step 2.

Optimal parameter tuning is an optimization problem, which requires implementation of global optimization strategy such as particle swarm optimization (PSO).

3.2. Observer. The model states are not related to physical parameters. In such cases and for the real implementation of PFC, an observer must be designed as the state variable \( x(k_i) \) at time \( k_i \) is not measurable [23]. The function of the observer is to calculate the future state by using the values of the current output of the plant \( y(k_i) \) and the current value of the control signal \( u(k_i) \). For the system in this study, the observer is designed using the pole-assignment method to calculate the gain \( K_{ob} \). The following equation is used to estimate the state variable \( x(k_i) \) in each time instant:

\[ \ddot{x}(k_i + 1) = A \ddot{x}(k_i) + Bu(k_i) + K_{ob} \left( y(k_i) - Cx(k_i) \right), \quad (20) \]

where \( u(k_i) \) at time \( k_i \) is as expressed in (19). The closed-loop observer error equation is

\[ \ddot{x}(k+1) = (A - K_{ob} C) \ddot{x}(k), \quad (21) \]

where \( \ddot{x}(k) = x(k) - \ddot{x}(k) \). It is important to have all eigenvalues of \( A \) matrix inside the unit circle for the observer error converge to zero. Therefore, the closed-loop observer poles are selected to be inside the unit circle, which gives the observer the fast dynamic response required. The closed-loop PFC system with state estimate has two independent characteristic equations:

\[ \det \left( \lambda I - (A - K_{ob} C) \right) = 0, \quad (22) \]

\[ \det \left( \lambda I - (A - BK_{PFC}) \right) = 0. \quad (23) \]
Adding a sufficiently fast observer will not affect the performance of the PFC controller; (22) represents the eigenvalues of the PFC control loop while (23) represents the eigenvalues of the observer loop. This shows that two sets of eigenvalues are independent of each other. Hence, the design of the observer will not affect the design of the PFC controller or vice versa. The PFC-O design structure is illustrated in Figure 3. The plant models are obtained by using system identification technique (as discussed in Section 2).

The stability test method for this research is done by testing the locations of the closed-loop poles. The stability performance of the closed-loop feedback system is determined primarily by the location of the poles (eigenvalues) of the matrix \((A - BK_{\text{PFC}})\). Since \(A\) and \(B + K_{\text{PFC}}\) are both 3 by 3 matrices, there will be 3 poles for the closed-loop system. By using the MATLAB function \text{eig}(A - BK_{\text{PFC}})\), the desired poles for position model and force model are stable because all the poles of the closed-loop system lie within the unit circle of the \(z\)-plane.

### 4. Stiffness Characteristic

The relationship between deflection and force is known as the stiffness or can be assumed as a spring rate. The greater the stiffness, the less the deflection for a given force, \(F\), and high stiffness springs are hard and low stiffness springs are soft. With an ideal spring system with spring constant, the stiffness characteristic is achieved using compliance control as in

\[ F = k_s e(k), \]

where \(F\), \(k_s\), and \(e(k)\) represent the force reference, coefficient of stiffness, and position error from the optical sensor, respectively.

Within its elastic (flexibility) limit, the deflection, \(\delta\), of a spring is linearly proportional to the force applied to that spring. The coil spring phenomena are illustrated in Figure 4. Stiffness coefficient of the spring can be calculated as

\[ F = \delta k_s, \]

When weight, \(W\), is the force exerted on a body by gravity,

\[ F = W = mg, \]

where free gravitational acceleration, \(g\), is 9.8 m/s\(^2\).

### 5. Embedded Controller Development

Before applying to embed algorithm in PSoC programming, all equations need specific data, a simple equation, and rewriting for easier coding. Consider a PFC controller with the following fundamental matrices:

\[
A = \begin{bmatrix}
a_{11} & a_{12} & a_{13} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
c_{11} & c_{12} & c_{13}
\end{bmatrix},
\]

where pole is \(1 \times 3\) matrix of constants.

Figure 5 shows the controller stage of a PFC controller from (19) which can be represented by

\[
\text{Out} = P_c r - K_c X,
\]
where \( r \) is reference input, \( X \) is \( 3 \times 1 \) matrix representing the system states, Out is control signal, \( P_c \) is constant gain and coincidence horizon, and \( n_i \) is 2 while the matrix \( K_c \) is given by

\[
K_c = [k_{c11} \ k_{c12} \ k_{c13}] = [(CAB + CB)(CA^2 - C\Psi^2)]^{-1},
\]

(30)

where \( \Psi \) is a given constant. Expanding (29) yields

\[
Out = P_c r - [k_{c11} \ k_{c12} \ k_{c13}] \begin{bmatrix} x_{11} \\ x_{21} \\ x_{31} \end{bmatrix} = P_c r - (k_{c11} x_{11} + k_{c12} x_{21} + k_{c13} x_{31}).
\]

(31)

Figure 6 shows the observer stage of a PFC controller from (20) where the output signal of the rightmost summing junction, \( M_p \), is represented by

\[
M_p(k) = \begin{bmatrix} P_{11}(k) \\ P_{21}(k) \\ P_{31}(k) \end{bmatrix} = K \begin{bmatrix} y_F(k) - 104.9074 - 0.8437 n_p \end{bmatrix} + AM_p(k - 1),
\]

(32)

where matrix \( K \) as \( K_{eq} \) and derived using the MATLAB function \( K = \text{place}(A', C', \text{pole}) \) yielding

\[
K = [k_{11} \ k_{12} \ k_{13}]
\]

(33)

and \( Y \) and \( X \) are the plant output signal and estimated state output, respectively. The value of \( X \) is given by

\[
X(k) = \begin{bmatrix} x_{11}(k) \\ x_{21}(k) \\ x_{31}(k) \end{bmatrix} = M_p(k - 1).
\]

(34)

The value of \( M_p(k) \) is obtained by expanding (32) yielding

\[
M_p(k) = \begin{bmatrix} p_{11}(k) \\ p_{21}(k) \\ p_{31}(k) \end{bmatrix} = [k_{11} \ k_{12} \ k_{13}]
\times
\begin{bmatrix} Y(k) - a_{11}P_{11}(k - 1) \\ Y(k) - a_{12}P_{21}(k - 1) \\ Y(k) - a_{13}P_{31}(k - 1) \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} p_{11}(k) \\ p_{21}(k) \\ p_{31}(k) \end{bmatrix}
\]

\[
= (k_{11} + k_{12} + k_{13}) Y(k)
- (k_{11}g_{11}p_{11}(k - 1) + k_{12}g_{12}p_{21}(k - 1) + k_{13}g_{13}p_{31}(k - 1))
+ a_{11}p_{11}(k - 1) + a_{12}p_{21}(k - 1) + a_{13}p_{31}(k - 1)
\]

\[
= \begin{bmatrix} a_{11}p_{11}(k - 1) + a_{12}p_{21}(k - 1) + a_{13}p_{31}(k - 1) \\ p_{11}(k - 1) \\ p_{12}(k - 1) \end{bmatrix}.
\]

(35)

To rewrite the equations for easier coding, the equation for PFC controller and observer stage is now reduced to (31), (34), and (35), which are still in their matrix form. To ease coding, the equations are rewritten as single-line expressions, thus yielding the following equations. The observer stage is written as

\[
Out = P_c r - (k_{111} x_{11} + k_{122} x_{21} + k_{133} x_{31}).
\]

(36)

where \( Out(k) \) and \( r(k) \) are the controller output and controller reference signal, respectively. The value of \( x_{eq}(k) \) is provided by the observer stage written as

\[
x_{11}(k) = p_{11}(k - 1),
\]

\[
x_{21}(k) = p_{21}(k - 1),
\]

\[
x_{31}(k) = p_{31}(k - 1),
\]

(37)

and the value of \( p_{eq}(k) \) is provided by

\[
p_{11}(k) = H + a_{11}p_{11}(k - 1) + a_{12}p_{21}(k - 1)
+ a_{13}p_{31}(k - 1),
\]

\[
p_{21}(k) = H + p_{11}(k - 1),
\]

\[
p_{31}(k) = H + p_{12}(k - 1).
\]

(38)

The value of \( H \) is given by

\[
H = I - J,
\]

(39)

where \( I = (k_{11} + k_{12} + k_{13}) Y(k), I = (k_{11}g_{11}p_{11}(k - 1) + k_{12}g_{12}p_{21}(k - 1) + k_{13}g_{13}p_{31}(k - 1)), \) and \( Y(k) \) is the general feedback signal from the plant.

In this research, the control methodology contains force inner loop and position outer loop to obtain the stiffness characteristic objective. By controlling the difference of both sides of the pneumatic actuator, the inner loop enforces the natural stiffness characteristic of the pneumatic actuator. The working function of stiffness characteristic is shown in Figure 7 where the system tried to achieve the target position by giving the appropriate value of force. The error in force value reading will be eliminated using PFC-O control that adjusts the duty cycle of PWM signal for actuator stroke force. Meanwhile integral gain, \( k_I \), as a compensator is added to solve the problem of stretch-back not functioning with lower stiffness parameter.

The feedback of output force (signal inner loop) to observer is

\[
Y(k) = y_F(k) = 104.9074 - 0.8437n_p,
\]

(40)
where $n_p$ is PSoC 11-bit delta-sigma ADC raw conversion result by calculation and the PFC force controller reference signal is

$$r(k) = k_s e(k) + I(k), \quad (41)$$

where $k_s$ is a coefficient of stiffness, $e(k)$ is position error, $I(k)$ is compensator output, and the equation for the compensator is given by

$$I(k) = k_I \tau e(k) + I(k-1), \quad (42)$$

where $k_I$ is integral gain and $\tau$ is discrete integrator sampling time.

### 6. Experimental Setup

The experimental setup for these researches consists of simulation and real-time analysis. The simulation data is acquired using MATLAB Simulink, where (6) and (7) are directly applied and tested with the close-loop controller design using MATLAB Simulink. Meanwhile, the real-time experimental data are acquired using national instrument (NI) devices and programmable system on chip (PSoC) microcontroller. The experimental setup for the real-time using national instrument (NI) devices is the same as that described in Section 2 but the input-output connection is directly tested with the close-loop controller design using MATLAB Simulink [4]. Therefore, the technical merit of this work consists of modified new wiring and communication figure with an online system in a real-time environment. The data acquisition (DAQ) card PCI/PXI-6221 (68-Pin) board connected is used for interfacing the plant with a computer. From the communication diagram in Figure 8, the signal emitted from the circuit board consists of an analog signal output for valves, an analog signal input for pressure, and a signal counter input for the encoder. Experiment for position control or compliance control is in normal movement of the actuator as in Figure 9(a). However, experiments on force control will be in static position movement as in Figure 9(b).

Next, experimental setup to implement the real-time environment using embedded system is a continuation of previous work using the PSoC control board [16–19]. There are 5 connectors attached on the board connected to valves, pressure sensor, 2 for power supply and $I^2C$ communication, and 1 for reburning programs. From this board, other parts are controlled by reading pressure sensor data and detecting actuator strokes from the optical sensor. CY8C27443 chip and C programming were used for easier implementation and fast execution. PSoC represents a whole new concept in microcontroller development. By having an easy-to-use development tool, PSoC enables user to select desired peripherals including analogue function (amplifiers, ADCs, DACs, filters, and comparators) and digital functions (timers, counters, PWMs, SPI, and UARTs) making PSoC different from other microcontrollers. Additionally, a fast CPU of 24 MHz, 16 kb of Flash program memory, SRAM data memory with 256 bytes, and configurable input/output (I/O) is included in a range of pin outs. The distributed architecture applying several PSoCs enables multitasking and parallel processing of the microcontroller. This will increase efficiency of the data processing and give shorter access time. In this distributed approach, the PSoC has its own private memory and information is exchanged by passing data between the microcontrollers.

By applying this methodology, the overall system will be enhanced with the new controller coding such as PFC-O algorithm, simpler connections, and reduced numbers of wires between PC and the actuator. Furthermore, the communication protocol between PC and $I^2C$ communication board applies USB to UART converter protocol. For better response, the actuator will give different output characteristics (position and stiffness parameter) from the input given and monitor using MATLAB M-File (position and force) as an online communication. Figure 10 shows the PSoC control board and experiment setup to be applied to the embedded system. In addition, the payload as a mass
Figure 9: Real experiment setup using NI devices.

Figure 10: Embedded system connection.

Figure 11: Pneumatic actuator with mass.

Table 1: Comparison of simulated and experimental performance for position control.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Simulation</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling time ($T_s$)</td>
<td>0.79 s</td>
<td>1.12 s</td>
</tr>
<tr>
<td>Rise time ($T_r$)</td>
<td>0.57 s</td>
<td>0.80 s</td>
</tr>
<tr>
<td>Percent steady state error ($%e_{ss}$)</td>
<td>0.01%</td>
<td>0.03%</td>
</tr>
</tbody>
</table>

%: percent, s: second.

7. Result and Discussion

In this research, a new model and a novel embedded process control strategy to design the controller for real-time pneumatic system have been proposed. This section shows the results of model validation and application to embedded system are analyzed and discussed to further evaluate the controller.

7.1. Model Validation Analysis. Simulation and real-time experiment using national instrument (NI) device analysis were carried out to validate the controller performance. This analysis of the actual situation pneumatic actuator where force maximum and without stiffness characteristics. The results of position control and force control are analyzed before applying the PFC-O controller algorithm to embedded system.

7.1.1. Position Control. Comparison between the simulation and the experiment result for position step and multistep responses including control signals within 18 s is shown in Figures ?? and 13. For this control position, the PFC control law and the prediction model of the system are developed using the following parameters: desired time constant, $\Psi$, is 0.95 and coincidence horizon, $n_1$, is 2 while the closed-loop observer poles are selected to be inside the unit circle, that is, 0.05, 0.04, and 0.001. The performances index of the simulation and experiment for position step responses is summarized in Table 1.

7.1.2. Force Control. Figures 14 and 15 show the force responses of the system for step and multistep responses including control signals within 18 s. Force readings were obtained from the mathematical derivation of the pressure sensor data. The high negative force reading during the initial
stage of the experiment is due to the double acting nature of the cylinder, where one chamber is filled with compressed air driving the cylinder in the negative direction when the other chamber is emptied. The parameters of PFC desired time constant, $\Psi$, are 0.92, coincidence horizon, $n_1$, is 2, and closed-loop observer poles are 0.05, 0.23, and 0.01. The performance index of the simulation and experiment for force step responses is summarized in Table 2.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Simulation</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling time ($T_S$)</td>
<td>0.2788 s</td>
<td>0.935 s</td>
</tr>
<tr>
<td>Rise time ($T_R$)</td>
<td>0.1601 s</td>
<td>0.3616 s</td>
</tr>
<tr>
<td>Percent steady state error (%$e_{ss}$)</td>
<td>0.01%</td>
<td>0.08%</td>
</tr>
</tbody>
</table>

7.2. Embedded System Analysis. The control analysis will be done in the simulation and real-time experiment using National Instrument (NI) device environment. Next, all coding in Section 5 is converted to C programming and burned to PSoC. The aim controller performances proceed to apply an embedded system and realized compliance control for stiffness characteristic. Different stiffness coefficients will be tested and the position value will be fixed based on experimental work. Two methods to get the position value are examined, first by controlling the pneumatic actuator position and sending the value for force control loop and second by getting the values from mass attached and sending them to the force control loop.

7.2.1. Compliance Control without Mass. The basic compliance control is presented in (24). In this control, the target position was set to origin position at 100 mm within 18 s. Three different $k_s$ inputs of 2 N/mm, 1 N/mm, and 0.5 N/mm are plotted in Figure 16. From the results, feedback force from the actuator gives positive force. In addition, when the value of $k_s$ is small, position during the experiment is slightly different and rise time is slow to achieve the target compared to the simulation. This is because the actuator becomes soft at low force. This can be seen more clearly in Figure 17 for position step response. PFC parameters were not much different with force control where desired time constant, $\Psi$, is systems. However, due to the involvement of nonlinearities, the transient response experiment shows slower response but can be considered fast enough for a pneumatic system.
0.92, coincidence horizon, \( n_1 \), is 2, observer poles are 0.05, 0.2, and 0.01, and integral gain, \( k_I \), is 0.1. These parameters are also the same as with simulations, real-time experiments using national Instrument (NI) devices, and real-time embedded system.

7.2.2. **Compliance Control with Mass.** The second method for compliance control was referred to in (27). The mass 3 kg is attached and raised at certain times to the pneumatic plant in vertical direction to test the system capability. In this control with fixed 100 mm position and different stiffness parameters such as \( k_s \) input of 2 N/mm, 1 N/mm, and 0.5 N/mm, results of the analysis found that the deflection value in experiment using NI devices is almost the same and better than embedded systems. This is because embedded systems follow the behavior that has been set through MATLAB and time taken to calculate the algorithm. Furthermore, when a mass applied on the value of \( k_s \) is small, the time decreases faster but rise time is slow to achieve the target because the actuator becomes soft. A comparison between the theoretical
calculations with both real-time results is shown in Figure 18 and Table 3 where the controller parameters are set up as control with mass. In the analysis of compliance control for an embedded system, stiffness characteristics were successfully applied to give the spring effect. The experimental $k_s$ data are identical to the input data giving minimum error. This is due to hardware friction inside the actuator. Despite the observed differences, the model is considered acceptable because of the similarities between simulation, theoretical calculation, and both real-time experiments except for rise time and target achieved.

### 8. Conclusion

Considering the nonlinear characteristics of the pneumatic system for this research scope, the results from the simulation and the both real-time experiments matched closely, and this is considered as a validation of the obtained mathematical model. Controller design for pneumatic actuator is done using PFC-O. Stiffness characteristic is realized using the compliance control. To compare the performance of the PFC-O analysis, several parameters have been identified. The results obtained from the simulation and experiment show that the developed real-time model could be used for various research bases, such as improvement of the controller performance and implementation on embedded systems. Furthermore, this pneumatic system can work well as a robust system and that makes it a suitable controller with good control performance. This research will provide greater opportunities for future work such as development of graphic user interface (GUI) to enhance online communication with more than one actuator and to apply the pneumatic actuator to related applications such as rehabilitation device.
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