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Train timetable stability is the possibility to recover the status of the trains to serve as arranged according to the original timetable when the trains are disturbed. To improve the train timetable stability from the network perspective, the bilevel programming model is constructed, in which the upper level programming is to optimize the timetable stability on the network level and the lower is to improve the timetable stability on the dispatching railway segments. Timetable stability on the network level is defined with the variances of the utilization coefficients of the section capacity and station capacity. Weights of stations and sections are decided by the capacity index number and the degrees. The lower level programming focuses on the buffer time distribution plan of the trains operating on the sections and stations, taking the operating rules of the trains as constraints. A novel particle swarm algorithm is proposed and designed for the bilevel programming model. The computing case proves the feasibility of the model and the efficiency of the algorithm. The method outlined in this paper can be embedded in the networked train operation dispatching system.

1. Introduction

Train timetable is the fundamental file for organizing the railway traffic, which determines the inbound and outbound time of trains. Railways are typically operated according to a planned (predetermined) timetable, and the quality of the timetable determines the quality of the railway service. So it is most important to map a high quality timetable for all kinds of trains.

But there is a dilemma that we place as much as possible trains on the timetable chart, and simultaneously we should enhance the possibility to adjust the timetable when disruptions occur. The randomly occurring disturbances may cause train delays and even disrupt the entire train operation plan. In the railway network, every station and section are planned to serve the trains according to the schedule, often compactly. So a slightly delayed train may cause a domino effect of secondary delays over the thorough network. Although the buffer times added to the minimum running time in the sections and minimum dwell at stations in scheduled timetables may absorb some train delays and assure some degree of timetable stability, the large buffer time will reduce the capacity of the railway.

Therefore, to ensure both the capacity and the order of the train operation, a reliable, stable, robust timetable, and the feasible efficient rescheduling of the planned timetable must be worked out. A superior quality timetable cannot only decide the inbound and outbound time at stations, and the more important, can offer the possibility to recover the operation according to the planned timetable when the trains are disturbed by accidents randomly. Timetable stability is the index to measure the possibility. Timetable stability is related to the train number assigned to the railway sections and the buffer time distributed to each station and section, the probability that the train is disrupted at the stations and in the sections. In this paper, the buffer time refers to the time added to the minimum running time in a section. It equals the planned period of running minus the minimum running
time in the section. And it also refers to the time added to the
dwelling time at a station, which equals the planned dwelling
time at the station minus the minimum dwelling time.

So when assigning the trains paths and mapping out the
train schedule, the train number assigned to the sections and
buffer time distribution should be designed carefully, not only
considering the section capacity and station capacity, but also
the minimal running time at each section and the minimal
dwell on the station.

We define the networked timetable stability quantita-
tively, considering that the railway network with the goal is
to optimize the timetable stability to offer more possibilities
to reschedule the trains on the railway network to deal with
disturbs in the train operation process.

The outline of the paper is as follows. First, Section 2
proposes the literature review on timetable stability improve-
ment. Section 3 builds the bilevel optimization model for
the networked timetable stability. Then Section 4 introduces
the hybrid fuzzy particle swarm algorithm, improving the
velocity equation. Section 5 applies hybrid fuzzy particle
swarm optimization algorithm in solving the bilevel model
for improving the networked timetable stability. The com-
puting case is presented in Section 6. Finally, Section 7 gives
some conclusions.

2. Literature Review

It is a hot topic now to assure the reliability, safety, and
stability of the traffic control system as discussed in [1–3].
The timetable stability optimizing is a relatively new issue in
the field of railway operation research. The research work was
published in the 1990s.

The research experienced two developing periods. In
the earliest period, the focus was the timetable on the
dispatching section, according to the operation mode of the
railway and the basis to study the train timetable stability
is formed. A discrete dynamic system model was built to
describe the timetable with the max-plus algebra based on
the discussion of the timetable periodicity and analyzed the
timetable stability, as proposed by Goverde [4]. Carey and
Carville developed a simulation model to test the schedule
performance and reliability for train stations in [5]. Hansen
pointed out that the effect of the stochastic disturbance on
trains relied on the adjustment of the running time and
buffer time in the timetable and assessed the advantages and
the disadvantages of the capacity and stability of evaluating
model [6]. These researchers promoted the train timetable
stability theory from the perspective of the running time
in railway sections, the dwelling time on railway stations,
and the buffer time for running and dwelling. De Kort et al.
proposed a method to evaluate the capacity determined
by the timetable and took the timetable stability as a part of
the capacity; see [7]. The goal was tantamount to place train
running lines as much as possible, while taking the timetable
into consideration at the same time. Goverde presented a
method based on max-plus algebra to analyze the timetable
stability. He proved the feasibility of the method with data of
the Netherlands national railway timetable; see [8]. We
defined and qualified timetable stability and took it as a goal
when rescheduling trains on the dispatching sections in [9].
So it is easy to understand that the time is the key factor
when studying the timetable of a dispatching railway section.
Focusing on the delay time, the behind schedule ratio, the
buffer time, and time deviation, researchers studied the
timetable adjustability, equilibrium, stability, using statistics
theories, max-plus algebra, and so forth.

Research on timetable stability progressively expanded to
the railway network, for the study focusing on the timetable
stability of dispatching cannot suit the networked timetable
design and optimization. Engelhardt-Funke and Kolonko
considered a network of periodically running railway lines.
They built a model to analyze stability and investments in
railway networks and designed an innovative evolutionary
algorithm to solve the problem in [10]. Goverde analyzed
the dependence of the timetable on the busy degree of the
railway network. He again hired the max-plus algebra, to
analyze the timetable stability of the railway network. On
this basis, he proposed a novel method to generate the
paths for the trains on a large-scale railway network; see
[11]. Vromans built a complex linear programming model to
optimize the timetable on the railway network level, taking
the total delayed time as the optimizing goal. And they
designed the stochastic optimization algorithm for the model;
see [12]. Delorme et al. presented a station capacity evaluating
model and evaluated the stability on the key parts of the
railway network: stations; see [13]. We analyzed the complex
characteristic analysis of passenger train flow network in
the former study work [14] and have done some research
work to support the networked train timetable stability
optimization, from transportation capacity calculation [15],
paths generating [16], and line planning [17], which can be
seen as the constraint of timetable stability optimizing.

And we can see that the networked timetable stability is
related to not only time but also the utilization coefficient
capacity of the railway network, as discussed in [11–13]. That
is to say, the networked timetable stability study requires the
combination of the railway network capacity utilization and
the buffer time distribution of the buffer time in the sections
and at the stations. However, most of the publications are
about the stability of the timetable for a definite dispatching
railway section. And there are limited publications about
the networked timetable stability. Furthermore, the research on
the timetable is in the stage of evaluating, mostly qualitative,
not the quantization of the timetable stability.

3. The Bilevel Optimization

Programming Model for Networked
Timetable Stability Improvement

Networked timetable stability must be studied from two
levels. The upper level is to study the relation between the
trains flow and the capacity of the sections and stations
and the ability to recover the timetable when an emergency
occurs determined by the relation. The lower level is to study
the distribution plan of the buffer time for each train in
the sections running process and the stations dwelling, to eliminate the negative effects of the disturbs.

The goal of the upper programming is to decide the number of trains assigned to the sections running and at the stations. The fundamental restriction is that the number of trains assigned to the sections and stations must not exceed the capacity of the sections and the stations. And the number of trains received by the stations must be equal to the total number of the trains running through the sections which are connected to the relative station.

The lower programming is to determine the buffer time distribution plan. The running time through a whole section planned in the timetable is more than that it requires if it runs at its highest speed. So there is a period of time called buffer time that can be distributed for the sections running and stations dwelling to absorb the delay caused by the random disturbances. The restriction is that buffer time allocated to each section and station must be longer than or equal to zero.

3.1. The Timetable Stability Improvement Programming on the Network Level. To define the timetable stability on the network level, the load on the sections and stations is the key factor. So the load index numbers must be defined first.

Definition 1. The load index number of a station on the railway network is

\[ Z_{ST} = \text{Var}\left( e^{\rho_i} w_{ST,i} \right), \]

where \( \text{Var} \) is the function to calculate the variance of a vector, \( \rho_i \) is the load of the \( i \)th station; the bigger \( \rho_i \) is, the smaller the stability value is. \( \rho_i = F_i / B_i \), \( B_i \) is the receiving and sending capacity of the station. \( F_i \) is the number of the receiving and sending trains by the station according to the trains distribution plan, \( \rho \) is a threshold value of a station load. \( w_{ST,i} \) is the weight of the \( i \)th station, and \( K \) is the number of the stations on the railway network.

The index number of the capacity of a station is

\[ IX_{ST,i} = \frac{B_i D_i}{\sum_{i=1}^{K} B_i D_i}, \]

where \( D_i \) is the degree of the \( i \)th station.

Then the station weight is

\[ w_{ST,i} = \frac{IX_{ST,i}}{\sum_{i=1}^{K} IX_{ST,i}}. \]

Definition 2. The load index number of a section on the railway network is

\[ Z_{SE} = \text{Var}\left( e^{\lambda_i} w_{SE,i} \right), \]

where \( \text{Var} \) is the function to calculate the variance of a vector, \( \lambda_i \) is the load of the \( i \)th section; the bigger \( \lambda_i \) is, the smaller the stability value is. \( \lambda_i = G_i / C_i \), \( C_i \) is the capacity of the section. \( G_i \) is the number of the trains running through \( i \)th section according to the trains distribution plan, \( \lambda \) is a threshold value of a section load. \( w_i \) is the weight of the \( i \)th section, and \( L \) is the number of the sections on the railway network.

The index number of the capacity of a section is

\[ IX_{SE,i} = \frac{C_i}{\sum_{i=1}^{L} C_i}. \]

Then the weight of the section is

\[ w_{SE,i} = \frac{IX_{SE,i}}{\sum_{i=1}^{L} IX_{SE,i}}. \]

Then with the load index numbers of the stations and sections, the timetable stability on the network level is defined as

\[ S_{NET} = e^{-Z_{ST}} \times e^{-Z_{SE}} = e^{-\left( Z_{ST} + Z_{SE} \right)}. \]

The goal of the upper programming is to optimize the timetable stability on the network level, so \( S_{NET} \) is taken as the optimization goal. That is to say, the goal is to maximize the timetable on the network level: \( S_{NET} \).

Restrictions require that the number of the trains running through a section cannot be greater than the number of the trains that the section capacity allows. Likewise, the total trains number going through a station cannot exceed the station capacity of receiving and sending off trains.

And the total numbers of the trains distributed on the sections connected to the station must be equal to the number of arriving trains at the station:

\[ F_i \leq B_i, \]

\[ G_i \leq C_i, \]

\[ F_i = \sum_{i=1}^{U} G_i, \]

where \( U \) is the number of sections connected to station \( i \).

3.2. The Timetable Stability Improvement Programming on the Dispatching Section Level. Take it for granted that there are \( M \) trains going through section \( p \), which is the result of the upper programming. The running times of all the \( M \) trains form a vector \( T^p_R = \{t^R_{R,i}\}_M \). The minimum running time of all the \( M \) trains forms a vector \( T^{p,\text{min}}_R = \{t^{p,\text{min}}_{R,i}\}_M \). Then the margin vector of the \( M \) trains is \( \Delta T^p_R = \{\Delta t^p_{R,i}\}_M = \{t^p_{R,i} - t^{p,\text{min}}_{R,i}\}_M \). Set the \( A^p_R = \{\Delta t^p_{R,i}/t^p_{R,i}\}_M \) to be the running adjustability vector. To evaluate the equilibrium of the distribution of the buffer time in the sections, the running adjustability dispersion is defined as

\[ \text{Var}(A^p_R) = \text{Var}\left( \frac{\Delta t^p_{R,i}}{t^p_{R,i}} \right). \]

The smaller the value of the \( \text{Var}(A^p_R) \) is, the more balanced the buffer time distribution plan is, and the timetable is more stable.

Likewise, take it for granted that there are \( N \) trains going through station \( q \), with stop or without stop. The planned
dwellling time according to the timetable of the N trains forms a vector \( T_D = \{ t_D^q \}_N \). The minimal dwelling time of all \( N \) trains at \( q \) also forms a vector \( T_D^{p, \text{min}} = \{ t_D^{p, \text{min}} \}_N \). Then the margin vector of the \( N \) trains is \( \Delta T_D = \{ \Delta t_D^q \}_N = \{ t_D^q - t_D^{p, \text{min}} \}_N \). Set the \( A_D^q = \{ \Delta t_D^q \}_N \) to be the dwelling adjustability vector. To evaluate the equilibrium of the buffer time at stations, the adjustability dispersion is defined as

\[
\text{Var}(A_D^q) = \text{Var} \left( \frac{\Delta t_D^q}{t_D^q} \right). \tag{10}
\]

The smaller the value of \( \text{Var}(A_D^q) \), the more balanced the buffer time distribution plan is, and the timetable is more stable.

On the basis of considering the running adjustability dispersion and the dwelling adjustability dispersion, the timetable stability on the dispatching section level is defined as

\[
S_{\text{DIS}} = e^{-\text{Var}(A_D^q) \times \text{Var}(A_D^q)} = e^{-\text{Var}(\Delta t_D^q) / t_D^q \times \text{Var}(\Delta t_D^q) / t_D^q}. \tag{11}
\]

Then we take the timetable stability on the network level as the optimizing goal of the upper programming:

\[
\max S_{\text{DIS}}. \tag{12}
\]

When rescheduling the trains on the sections, the minimum running time and the minimum dwelling time must be considered. The rescheduled running time and dwelling time must be longer than the minimum time, which is described in (13) and (14). And the margins between inbound times of different trains at the same stations must be bigger than the minimum interval time to ensure the safety of train operation. This constraint is defined in (15). Likewise, the margins between outbound times of the trains at a station have the same characteristic, as shown in (16). And the number of the trains dwelling at a same station cannot be bigger than the number of the tracks in a station, described in (17):

\[
t_{R,j}^p \geq t_{R,j}^{p, \text{min}}, \tag{13}
\]

\[
t_{L,j}^p \geq t_{L,j}^{p, \text{min}}, \tag{14}
\]

\[
\left| a_{l,j}^p - d_{l,j}^p \right| > l_{a-a}, \quad l \neq i, \tag{15}
\]

\[
\left| a_{l,j}^p - d_{l,j}^p \right| > l_{d-a}, \quad l \neq i, \tag{16}
\]

\[
L_{N_j} - \sum_{p \in P} \sum_{k=1}^{T_N} n_{R,j}^k \geq 0. \tag{17}
\]

3.3. The Networked Timetable Stability Definition. Depending on the analysis in Sections 3.1 and 3.2, networked timetable stability is defined with the following:

\[
S = S_{\text{NET}} \times S_{\text{DIS}}. \tag{18}
\]

We can see that the networked timetable stability is directly related to timetable stability on the network level and the dispatching section level. The programming in Sections 3.1 and 3.2 can optimize the networked timetable stability, through optimizing the stability on the two levels.

4. The Hybrid Fuzzy Particle Swarm Optimization Algorithm

4.1. Fuzzy Particles Swarm Optimization Algorithm. Considerable attention has been paid to fuzzy particle swarm optimization (FPSO) recently. Abdelbar et al. proposed the FPSO [18]. Abdelbar and Abdelshahid brought forward the instinct-based particle swarm optimization with local search applied to satisfiability in [19]. Abdelshahid analyzed variations of particle swarm optimization and gave evaluation on maximum satisfiability; see [20]. Mendes et al. proposed a fully informed particle swarm in [21]. Bajpai and Singh studied the problem of fuzzy adaptive particle swarm optimization (FAPSO) for bidding strategy in uniform price spot market in [22]. Saber et al. attempted to solve the problem of unit commitment computation by FAPSO in [23]. Esmin studied the problem of generating fuzzy rules and fitting fuzzy membership functions using hybrid particle swarm optimization (HPSEO); see [24, 25].

Computation in the PSO paradigm is based on a collection (called a swarm) of fairly primitive processing elements (called particles). The neighborhood of each particle is the set of particles with which it is adjacent. The two most common neighborhood structures are \( p_j \), in which the entire swarm is considered a single neighborhood, and \( p_i \), in which the particles are arranged in a ring, and each particle’s neighborhood consists of itself, its immediate ring-neighbor to the right, and its immediate ring-neighbor to the left.

PSO can be used to solve a discrete combinatorial optimization problem whose candidate solutions can be represented as vectors of bits; \( i \) is supposed to be a given instance of such a problem. Let \( N \) denote the number of elements in the solution vector for \( i \). Each particle \( i \) would contain two \( N \)-dimensional vectors: a Boolean vector \( x_i \), which represents a candidate solution to \( i \) and is called particle \( i \)’s state, and a real vector \( v_i \), called the velocity of the particle. In the biological insect-swarm analogy, the velocity vector represents how fast, and in which direction, the particle is flying for each dimension of the problem being solved.

Let \( K(i) \) denote the neighbors of particle \( i \), and let \( p_i \) denote the best solution ever found by particle \( i \). In each time iteration, each particle \( i \) adjusts its velocity based on

\[
v_{i+1} = \omega v_i + c_1 r_1 (p_i - x_i) + c_2 r_2 (p_g - x_i), \tag{19}
\]

where \( \omega \), called inertia, is a parameter within the range \([0,1] \) and is often decreased over time as discussed in [26]; \( c_1 \) and \( c_2 \) are two constants, often chosen so that \( c_1 + c_2 = 4 \), which control the degree to which the particle follows the herd thus stressing exploitation (higher values of \( c_2 \)), or goes its own way thus stressing exploration (higher values of 41); \( r_1 \) and \( r_2 \) are uniformly random number generator function that returns values within the interval \([0,1] \); and \( p_g \) is the particle in \( i \)’s neighborhood with the current neighborhood-best candidate solution.

Fuzzy PSO differs from standard PSO in only one respect: in each neighborhood, instead of only the best particle in
the neighborhood being allowed to influence its neighbors, several particles in each neighborhood can be allowed to influence others to a degree that depends on their degree of charisma, where charisma is a fuzzy variable. Before building a model, there are two essential questions that should be answered. The first question is how many particles in each neighborhood have nonzero charisma. The second is what membership function (MF) will be utilized to determine level of charisma for each of the k selected particles.

The answer to the first question is that the k best particles in each neighborhood are selected to be charismatic, where k is a user-set parameter, k can be adjusted according to the required precision of the solution.

The answer to the other question is that there are numerous possible functions for charisma MF. Popular MF choices include triangle, trapezoidal, Gaussian, Bell, and Sigmoid MFs; see [27]. The Bell, Gaussian, sigmoid, Trapezoidal, and Triangular MFs

\[
\text{bell}(x; \sigma) = \frac{1}{1 + ((x-c)/\sigma)^2},
\]

\[
\text{gaussian}(x; c, \sigma) = \exp \left( -\frac{1}{2} \left( \frac{x-c}{\sigma} \right)^2 \right),
\]

\[
\text{sig}(x; c, \sigma) = \frac{1}{1 + \exp(-\sigma(x-c))},
\]

\[
\text{triangle}(x; a, b, c) = \max \left( \min \left( \frac{x-a}{b-a}, \frac{c-x}{c-b} \right), 0 \right),
\]

\[
\text{trapezoid}(x; a, b, c, d) = \max \left( \min \left( \frac{x-a}{b-a}, 1, \frac{d-x}{d-c} \right), 0 \right),
\]

\[
\text{if } a < b < c,
\]

\[
\text{and } a < b \leq c < d.
\]  

(20)

Let h be one of the k best particles in a given neighborhood, and let \( f(p) \) refer to the fitness of the very-best particle for the neighborhood under consideration. The charisma \( \varphi(h) \) is defined as

\[
\varphi(h) = \frac{1}{1 + \left( \frac{f(h) - f(p)}{\beta} \right)^2},
\]  

(21)

if the MF is based on Bell function.

The charisma \( \varphi(h) \) is defined as

\[
\varphi(h) = \exp \left( -\frac{1}{2} \left( \frac{f(h) - f(p)}{\beta} \right)^2 \right),
\]  

(22)

if the MF is based on Gaussian function.

The charisma \( \varphi(h) \) is defined as

\[
\varphi(h) = \frac{1}{1 + \exp \left( -\beta \left( f(h) - f(p) \right) \right)},
\]  

(23)

if the MF is based on Sigmoid function.

The charisma \( \varphi(h) \) is defined as

\[
\varphi(h) = \max \left( \min \left( \frac{f(h) - f(p)}{f(p) - f(p)}, 1, \frac{f(p) - f(h)}{f(p) - f(p)} \right), 0 \right),
\]  

(24)

if the MF is based on Triangle function.

The charisma \( \varphi(h) \) is defined as

\[
\varphi(h) = \max \left( \min \left( \frac{f(h) - f(p)}{f(p) - f(p)}, 1, \frac{f(p) - f(h)}{f(p) - f(p)} \right), 0 \right),
\]  

(25)

if the MF is based on Trapezoid function.

Because \( (p_h) \leq f(p_g) \), \( \varphi(h) \) is a decreasing function that is 1 when \( f(p_h) = f(p_g) \), and asymptotically approaches zero as \( f(p_h) \) moves away from \( f(p_g) \). To avoid dependence on the scale of the fitness function, \( \beta \) is defined as \( \beta = f(p_g)/\ell \) where \( \ell \) is a user-specified parameter. For a fixed \( f(p_h) \), the larger the value of \( \ell \), the smaller the charisma \( \varphi(h) \) will be. \( f(p_g) \) and \( f(p_h) \) are two functional values that decide the verge of the triangle and trapezoid function.

In Fuzzy PSO, velocity equation is

\[
v_{i+1}^1 = \omega v_i^1 + c_1 r_1 (p_i - x_i^1) + \sum_{h \in B(i,k)} \varphi(h) c_2 r_2 (p_h - x_i^1),
\]  

(26)

where \( B(i,k) \) denotes the k-best particles in the neighborhood of particle i. Each particle i is influenced by its own best solution \( p_i \) and the best solutions obtained by the k charismatic particles in its neighborhood, with the effect of each weighted by its charisma \( \varphi(h) \). It can be seen that if \( k = 1 \), this model reduces to the standard PSO model.

4.2. Hybrid Fuzzy PSO. Hybrid rule requires selecting two particles from the alternative particles at a certain rate. Then the intersecting operation work needs to be done to generate the descendant particles. The positions and velocities of the descendant particles are as follows: according to the intersecting rule, inheriting from the FPSO, see [28]

\[
v_{i+1}^1 = \omega v_i^1 + c_1 r_1 (p_i - x_i^1) + \sum_{h \in B(i,k)} \varphi(h) c_2 r_2 (p_h^1 - x_i^1),
\]

\[
v_{i+1}^2 = \omega v_i^2 + c_1 r_1 (p_i - x_i^2) + \sum_{h \in B(i,k)} \varphi(h) c_2 r_2 (p_h^2 - x_i^2),
\]

\[
v_{i+1}^1 = \begin{cases} v_{i+1}^1 + v_{i+1}^2, & \text{if } v_{i+1}^1 \leq v_{i+1}^2 \\ v_{i+1}^1 + v_{i+1}^2, & \text{otherwise}, \end{cases}
\]

\[
v_{i+1}^2 = \begin{cases} v_{i+1}^2 + v_{i+1}^1, & \text{if } v_{i+1}^2 \leq v_{i+1}^1 \\ v_{i+1}^2 + v_{i+1}^1, & \text{otherwise}, \end{cases}
\]

\[
x_i^1 = x_i^1 + v_{i+1}^1,
\]

\[
x_i^2 = x_i^2 + v_{i+1}^2,
\]

\[
x_{i+1}^1 = p \times x_{i+1}^1 + (1 - p) \times x_i^1,
\]

\[
x_{i+1}^2 = p \times x_{i+1}^2 + (1 - p) \times x_i^2.
\]  

(27)
Thus, the HFPSO is built. In the model, \( x \) is a position vector with \( D \) dimensions. \( x^i \) stands for the particle \( j \) of the \( i \)th generation particles. \( p \) is a random variable vector with \( D \) dimensions which obeys the equal distribution. Each dimension of \( p \) is in \([0, 1]\).

### 4.3. Adaptability and Applicability HFPSO

It can be seen that the network timetable stability optimizing model is a nonlinear one and it is an NP-hard problem. Generally, it is very difficult to solve the problem with mathematical approaches. Evolutionary algorithms are often hired to solve the problem for their characteristics. First, its rule of the algorithm is easy to apply. Second, the particles have the memory ability which results in convergent speed and there are various methods to avoid the local optimum. Thirdly, the parameters which need to select are fewer, and there is considerable research work on the parameters selecting.

In addition, the HFPSO hires the fuzzy theory and the hybrid handling method when designing the algorithm. Thus it has the ability to improve the computing precision when solving the optimization problem. And it utilizes intersecting tactics to generate the new generation of particles to avoid the precipitate of the solution. It is adaptive to solve the timetable stability optimization. And its easy computing rule determines the applicability in the solving of timetable stability optimization problem.

### 5. Hybrid Fuzzy Particle Swarm Algorithm for the Model

#### 5.1. The Particle Swarm Design for the Upper Level Programming

The size of the particle swarm is set to be 30 to give consideration to both the calculating degree of accuracy and computational efficiency. For \( F_i \) and \( G_i \) are the decision variables, \( L \) is the number of the sections on the railway network. \( K \) is the number of the stations on the railway network. So a particle can be designed as

\[
p_{\text{up}} = \{ F_1, F_2, \ldots, F_K, G_1, G_2, \ldots, G_L \}. \tag{28}
\]

#### 5.2. The Particle Swarm Design for the Lower Level Programming

The size of the particle swarm is also set to be 30. \( \Delta t^i_{R,j} \) and \( \Delta t^i_{D,j} \) are the decision variables. So a particle can be designed as

\[
p_{\text{lo}} = \{ \Delta t^1_{R,1}, \Delta t^1_{R,2}, \ldots, \Delta t^1_{R,M_i}, \Delta t^2_{R,1}, \Delta t^2_{R,2}, \ldots, \Delta t^2_{R,M_i}, \ldots, \Delta t^i_{R,1}, \Delta t^i_{R,2}, \ldots, \Delta t^i_{R,M_i}, \Delta t^L_{R,1}, \Delta t^L_{R,2}, \ldots, \Delta t^L_{R,M_i}, \Delta t^1_{D,1}, \Delta t^1_{D,2}, \ldots, \Delta t^1_{D,M_i}, \Delta t^2_{D,1}, \Delta t^2_{D,2}, \ldots, \Delta t^2_{D,M_i}, \ldots, \Delta t^i_{D,1}, \Delta t^i_{D,2}, \ldots, \Delta t^i_{D,M_i}, \Delta t^K_{D,1}, \Delta t^K_{D,2}, \ldots, \Delta t^K_{D,M_i} \}, \tag{29}
\]

where \( M_i \) is the number of trains going through section \( i \) and \( M_j \) is the number of the trains going through station \( j \).

### 6. Experimental Results and Discussion

#### 6.1. Computing Case Assumptions

There are 22 stations and 10 sections in the network, as indicated in Figure 1. We assume that the 44 trains operate on the network from station 1 to station 7. The numbers in parentheses beside the edges are the numbers of the trains distributed on the sections according to the planned timetable and the section capacity.

And the planned operation diagram on path 1–2–5–7 is shown in Figure 2, with 23 trains. The planned operation diagram on path 1–3–6–7 is illustrated in Figure 3.

According to the networked timetable stability definition in Section 3, the timetable stability value of the planned timetable can be calculated out. Detailed computing data are presented in Table 1.

According to Table 1(a), the \( Z_{ST} \) can be calculated with

\[
Z_{ST} = \text{Var}(e^{-\rho_i u^{(p)}_{ij}}) = 1.047978, \quad Z_{SE} = \text{Var}(e^{-\lambda_j \gamma_j \lambda_i}) = 7.194074. \tag{30}
\]

Then the goal of the upper programming \( S_{\text{NET}} = e^{-Z_{ST}} \times e^{-Z_{SE}} = e^{-Z_{ST} - Z_{SE}} \) is 0.000263.

#### 6.2. The Upper Level Computing Results and Discussion

We reallocate all the 44 trains on the modest railway network, as shown in Figure 4, according to the computing results of the upper level programming. The numbers in parentheses beside the edges are the numbers of the trains allocated on the sections according to the rescheduled timetable and the section capacity. Based on the capacity of every section and station, the computing result of the upper level programming is presented in Table 2.
Table 1: Computing results of the planned timetable stability.

(a) Related computing results of $Z_{ST}$

<table>
<thead>
<tr>
<th>Key nodes</th>
<th>Trains number through station</th>
<th>Nodes capacity</th>
<th>Load</th>
<th>Capacity index</th>
<th>Nodes degree</th>
<th>Degree index</th>
<th>Stations weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>44</td>
<td>66.0</td>
<td>0.6677</td>
<td>0.3099</td>
<td>2.0000</td>
<td>0.1111</td>
<td>0.2245</td>
</tr>
<tr>
<td>2</td>
<td>23</td>
<td>34.5</td>
<td>0.6667</td>
<td>0.1620</td>
<td>3.0000</td>
<td>0.1667</td>
<td>0.1760</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>31.5</td>
<td>0.6667</td>
<td>0.1479</td>
<td>3.0000</td>
<td>0.1667</td>
<td>0.1607</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>15.0</td>
<td>0.0000</td>
<td>0.0704</td>
<td>4.0000</td>
<td>0.2222</td>
<td>0.1020</td>
</tr>
<tr>
<td>5</td>
<td>23</td>
<td>36.0</td>
<td>0.6389</td>
<td>0.1690</td>
<td>3.0000</td>
<td>0.1667</td>
<td>0.1837</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>30.0</td>
<td>0.7000</td>
<td>0.1408</td>
<td>3.0000</td>
<td>0.1667</td>
<td>0.1531</td>
</tr>
</tbody>
</table>

(b) Related computing results of $Z_{SC}$

<table>
<thead>
<tr>
<th>Section</th>
<th>Trains number through section</th>
<th>Sections capacity</th>
<th>Load</th>
<th>Capacity index</th>
<th>Sections weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>23</td>
<td>30.0</td>
<td>0.7667</td>
<td>0.1622</td>
<td>0.1622</td>
</tr>
<tr>
<td>1–3</td>
<td>21</td>
<td>27.5</td>
<td>0.7636</td>
<td>0.1486</td>
<td>0.1486</td>
</tr>
<tr>
<td>2–4</td>
<td>0</td>
<td>6.5</td>
<td>0.0000</td>
<td>0.0351</td>
<td>0.0351</td>
</tr>
<tr>
<td>2–5</td>
<td>23</td>
<td>23.5</td>
<td>0.9787</td>
<td>0.1270</td>
<td>0.1270</td>
</tr>
<tr>
<td>3–4</td>
<td>0</td>
<td>6.5</td>
<td>0.0000</td>
<td>0.0351</td>
<td>0.0351</td>
</tr>
<tr>
<td>3–6</td>
<td>21</td>
<td>21.0</td>
<td>1.0000</td>
<td>0.1135</td>
<td>0.1135</td>
</tr>
<tr>
<td>4–5</td>
<td>0</td>
<td>8.0</td>
<td>0.0000</td>
<td>0.0432</td>
<td>0.0432</td>
</tr>
<tr>
<td>4–6</td>
<td>0</td>
<td>5.0</td>
<td>0.0000</td>
<td>0.0270</td>
<td>0.0270</td>
</tr>
<tr>
<td>5–7</td>
<td>23</td>
<td>31.0</td>
<td>0.7419</td>
<td>0.1676</td>
<td>0.1676</td>
</tr>
<tr>
<td>6–7</td>
<td>21</td>
<td>26.0</td>
<td>0.8077</td>
<td>0.1405</td>
<td>0.1405</td>
</tr>
</tbody>
</table>

According to Table 2(a), the $Z_{ST}$ can be calculated with $Z_{ST} = \text{Var}(e^{-\rho_i w_{ST}^i} \cdot p) = 0.000223814$, while $Z_{SC}$ can be calculated out with $Z_{SC} = \text{Var}(e^{-\lambda_i \lambda_i - \lambda}) = 0.002432614$. Then the goal of the upper programming $S_{NET} = e^{-Z_{ST}} \times e^{-Z_{SC}} = e^{(Z_{ST}+Z_{SC})} = 0.997$.

Figure 3: Planned operation diagram on path 1–3–6-7.

Figure 4: Distribution plan of the trains according to the computing results.

Figure 5: Rescheduled timetable of path 1–2–5–7 according to the computing results of the lower level programming.

6.3. The Lower Level Computing Results and Discussion.

According to the computing results of the lower level programming, we adjust the timetable, moving some of the running lines of the trains. The two-dot chain line is the newly planned running trajectory and the dotted line is the previously planned trajectory. The timetable on path 1–2–5–7 is shown in Figure 5. Figure 6 is the timetable of path 2–4–5. Figures 7 and 8 are the timetables on paths 1–3–6-7 and 3–4–6, respectively.

From Figures 5 and 6 we can see that eight trains are rescheduled on path 1–2–5–7, which are numbered $T_1$, $T_2$, $T_3$, $T_4$, $T_5$, $T_6$, $T_7$, $T_8$, $T_1$, $T_3$, and $T_6$ run on the original path as planned, but the inbound and outbound times at the stations are changed. $T_2$, $T_4$, $T_5$, $T_7$, and $T_8$ modify the path when they arrive at station 2. They run through path 2–4–5, with arriving time 8:32, 9:12, 9:41, 10:25, and 10:48, respectively at station 2.
Table 2: Computing results of rescheduled timetable stability.

(a) Related computing results of Z_{ST}:

<table>
<thead>
<tr>
<th>Key nodes</th>
<th>Trains number through station</th>
<th>Nodes capacity</th>
<th>Load</th>
<th>Capacity index</th>
<th>Nodes degree</th>
<th>Degree index</th>
<th>Stations weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>44</td>
<td>66.0</td>
<td>0.6667</td>
<td>0.3099</td>
<td>2</td>
<td>0.1111</td>
<td>0.2245</td>
</tr>
<tr>
<td>2</td>
<td>23</td>
<td>34.5</td>
<td>0.6667</td>
<td>0.1620</td>
<td>3</td>
<td>0.1667</td>
<td>0.1760</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>31.5</td>
<td>0.6667</td>
<td>0.1479</td>
<td>3</td>
<td>0.1667</td>
<td>0.1607</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>15.0</td>
<td>0.6667</td>
<td>0.0704</td>
<td>4</td>
<td>0.2222</td>
<td>0.1020</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>36.0</td>
<td>0.6667</td>
<td>0.1690</td>
<td>3</td>
<td>0.1667</td>
<td>0.1837</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>30.0</td>
<td>0.6667</td>
<td>0.1408</td>
<td>3</td>
<td>0.1667</td>
<td>0.1531</td>
</tr>
</tbody>
</table>

(b) Related computing results of Z_{SC}:

<table>
<thead>
<tr>
<th>Section</th>
<th>Trains number through section</th>
<th>Sections capacity</th>
<th>Load</th>
<th>Capacity index</th>
<th>Sections weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>23</td>
<td>30.0</td>
<td>0.7667</td>
<td>0.1622</td>
<td>0.1622</td>
</tr>
<tr>
<td>1-3</td>
<td>21</td>
<td>27.5</td>
<td>0.7636</td>
<td>0.1486</td>
<td>0.1486</td>
</tr>
<tr>
<td>2-4</td>
<td>5</td>
<td>6.5</td>
<td>0.7692</td>
<td>0.0351</td>
<td>0.0351</td>
</tr>
<tr>
<td>2-5</td>
<td>18</td>
<td>23.5</td>
<td>0.7660</td>
<td>0.1270</td>
<td>0.1270</td>
</tr>
<tr>
<td>3-4</td>
<td>5</td>
<td>6.5</td>
<td>0.7692</td>
<td>0.0351</td>
<td>0.0351</td>
</tr>
<tr>
<td>3-6</td>
<td>16</td>
<td>21.0</td>
<td>0.7619</td>
<td>0.1135</td>
<td>0.1135</td>
</tr>
<tr>
<td>4-5</td>
<td>6</td>
<td>8.0</td>
<td>0.7500</td>
<td>0.0432</td>
<td>0.0432</td>
</tr>
<tr>
<td>4-6</td>
<td>4</td>
<td>5.0</td>
<td>0.8000</td>
<td>0.0270</td>
<td>0.0270</td>
</tr>
<tr>
<td>5-7</td>
<td>24</td>
<td>31.0</td>
<td>0.7742</td>
<td>0.1676</td>
<td>0.1676</td>
</tr>
<tr>
<td>6-7</td>
<td>20</td>
<td>26.0</td>
<td>0.7692</td>
<td>0.1405</td>
<td>0.1405</td>
</tr>
</tbody>
</table>

\[ T_2, T_4, \text{ and } T_5 \text{ leave arrive station 5 at 9:10, 9:48, and 10:18, respectively, then finish the rest travel along Sections 5–7.} \]

From Figures 7 and 8 we can see that eight trains are rescheduled on path 1–3–6-7, which are numbered \( T_9, T_{10}, T_{11}, T_{12}, T_{13}, T_{14}, T_{15}, T_{16} \). \( T_{14}, T_{15}, \) and \( T_{16} \) run on the original path as planned, but the inbound and outbound time at the stations are changed. \( T_9, T_{10}, T_{11}, T_{12}, \) and \( T_{13} \) change the path when they arrive at station 3. \( T_9, T_{10}, T_{11}, \) and \( T_{12} \) run along path 3–4–6 with the arriving time 8:22, 9:16, 9:44, and 10:43 at station 3, respectively. \( T_9, T_{10}, \) and \( T_{11} \) arrive at station 6 at 8:53, 9:47, and 10:15, respectively. \( T_{12} \) runs along the path 3–4–5. It arrives at station 3 at 10:30 and at station 4 at 10:42. From Figure 4 we can see that it runs along path 4-5 to finish the rest travel.

The timetable stability on the dispatching section level is
\[ S_{DIS} = e^{-\text{Var}(\Delta t_{p,i}^R) \times \text{Var}(\Delta t_{q,i}^D)} = e^{-\text{Var}(\Delta t_{p,i}^R) \times \text{Var}(\Delta t_{q,i}^D)}} = 0.879. \]

\[ \text{Figure 6: Rescheduled timetable of path 2–4–5 according to the computing results of the lower level programming.} \]

Then, the networked timetable is
\[ S = S_{\text{NET}} \times S_{\text{DIS}} = 0.997 \times 0.879 = 0.876. \]

7. Conclusion

The bilevel programming model is appropriate for the networked timetable stability optimizing. It comprises the timetable stability of the network level and the dispatching section level. Better solution can be attained via hybrid fuzzy particle swarm algorithm in networked timetable optimizing. The timetable is more stable, which means that it is more feasible for rescheduling in the case of disruption, when it is optimized by hybrid fuzzy particle swarm algorithm. The timetable rearranged based on the timetable stability with bilevel networked programming model can make the
real train movements very close to, if not the same with, the planned schedule, which is very practical in the daily dispatching work.

The results also show that hybrid fuzzy particle algorithm has significant global searching ability and high speed and it is very effective to solve the problems of timetable stability optimizing. The novel method described in this paper can be embedded in the decision support tool for timetable designers and train dispatchers.

We can do some microcosmic research work on the timetable optimizing based on the railway network in the future based on the method set out in the present paper, enlarging the research field, adding the inbound time, and outbound time of the trains at stations.
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