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This paper mainly investigates the mass flow measurement of the gas-solid two-phase flow in pneumatic conveyor. A new data fusion method based on the thermal sensors is proposed, which can improve the overall accuracy of the flow rate of the gas-solid two-phase flow and the time resolution, that is, the overall response rate of the system. Based on this method, a model fusion used in time domain is obtained. Several examples are given to illustrate the advantages of the proposed method.

1. Introduction

The measurement of the gas-solid two-phase flow in pneumatic conveyor is of great significance, especially in the coal-fired station and steel production industry. The solid phase concentration measurement of gas-solid two-phase flow is one of the most difficult parameters to be measured, which has always been the research focus and difficulty in industrial detection over the last decade [1]. Recently, many sensors, such as capacitance sensor used in process tomography [2, 3], electrostatic sensor [4, 5], optical sensor [6, 7], microwave sensor [8, 9], and thermal sensor [10, 11], have been adopted in the research on gas-solid two-phase flow. A variety of data processing methods have been used in the measurement system to improve the accuracy, including neural network technique [12, 13], soft-sensing technique [14], and data fusion method [15].

The methods in thermology fell into two categories: heat balance method and heat transfer method. At present, the heat balance method, which has been employed for many years, is known as a comparatively mature measurement method. A lot of work has been done on the establishment of measurement models [16, 17], analysis of affecting error, and system implementation. Besides, several field devices with good practicality have been established. Despite its late start on the measurement of gas-solid two-phase flow, the heat transfer method is becoming popular gradually. Based on the heat transfer method, a noninvasive prototype system measuring the mass flow rate of two-phase flow can be first found in Moriyama [11]. The system can measure the mass flow rate of gas-solid from dilute phase to dense phase. Another noninvasive method measuring the mass of gas-solid, which measures the solid phase mass flow by heating the solid particles in the tube wall and measuring the temperature distribution of gas-solid two-phase flow, is well discussed in [18]. This method is similar to the principle for measurement of thermal distribution. A heat transfer probe method which is employed to measure pulverized coal concentration of the power feeding system in a power station is proposed in [19]. This method adopts elliptic probes with different placement to measure the concentration of pulverized coal and air volume. Yuan et al. [20] place a probe with electric heating in the flow to measure the solid flow rate. There are different heat transfer effects when the probe contacts the flow media with different flow velocities, concentrations, and particle diameters. In this case, the solid phase flow in the two-phase flow, given air volume, can be measured by the electrical heating power and the measured temperature of the probe. The heat transfer method has also been applied in [21]. They adopt the principle of heat dissipation type mass flowmeter in the plug-in probe consisting of platinum thermal resistance. The control circuit works in an environment of constant difference in temperature where it has a better response characteristic. Meanwhile, the thermal...
sensor and temperature sensor in the same base can be formed into a compound transducer, which can not only acquire the flow signal but also decouple the temperature signal.

In terms of data processing technique, several key issues in indirect measurement method have been studied and discussed deeply, including spatial filtering effect, average effect, and the resolution and sensitivity of the tomographic imaging sensor array [22]. The BP artificial neural network has been used to predict the measurement of the solid flow rate of two-phase flow with heat transfer method and the prediction process is examined in [13]. Based on a lot of experimental data, it has been shown that the complicated nonlinear problem between the solid flow rate and the factors can be solved by the artificial neural network. The data fusion is attempted to deal with the measurement of heat balance method and heat transfer method via mathematical analysis, which has made some achievements [21]. Based on the result, this paper conducts further research.

The two different methods which measure gas-solid two-phase flow discussed in this paper are necessary to achieve data fusion and have something in common. First of all, not only are the two methods based on the principle of heat transfer, but also they have a direct relationship with the flow rate of air. Secondly, although each method has its own advantages and disadvantages, both of the measurement data are processed by reasonable data fusion method, which can improve the measurement accuracy, response speed, and robustness of the system.

The rest of the paper is organized as follows. Section 2 gives some problems in data fusion method and real-time measurement. Section 3 introduces the general model fusion method. Section 4 provides some main results. And Section 5 discusses the window size and the distribution of weights. The final section gives the conclusion of this paper.

2. Date Fusion Based Real-Time Measurement

For high performance, the measurement system has to provide not only high accuracy measured output information, but also a sufficiently high response speed in industrial process control, such as the boiler combustion control. This paper mainly investigates the real-time measurement via data fusion method, which can improve the overall accuracy of the flow rate of the gas-solid two-phase flow and the time resolution, that is, the overall response rate of the system. Date fusion based real-time measurement can be described as shown in Figure 1.

In Figure 1, when the sample data of system B with higher time resolution is measured in real-time, the corresponding sample data of system A could not be generated to fuse the data and modify the data of system B in time. If the window size is $N$, there will be a sample data $X_{i}$ in $[N/2]$. In general, the data will be delayed in half of the window size and when the processing window is moving forward, $X_{i}$ cannot stay in the correct place. The sample interval of $X_{i}$ is too long to ensure that the sample value of $X_{i}$ is proper in the processing window.

The sample time of heat balance method is about two minutes while the sample time of heat transfer method is five seconds because the probe of heat transfer method is placed in the fluid directly and the sensor has a speedy response. If the window size is set to be 16, the sampling point will not be inside some windows when the window is moving. If the window size is very large, the correlation among the measurements from the two measured methods will be reduced very much. If the sampling point is not in the middle of the window, it is difficult to satisfy the assumption of weighted average.

It is suggested that the measurements are processed by data fusion method after the sample value $X$ with high accuracy is predicted by the preliminary data if the measurements are processed in real-time. For one sample value, we conclude

$$X_1 \approx \sum_{i=1}^{n} w_{1,i} \cdot X_i,$$

where $\bar{X}$ expresses the weighted average of $X$, $\bar{X}$ can be predicted by the modified sample value of system B.

After the sample value of system B is corrected, a new sample value $X_{n+1}$ will be put into the processing window and the old sample value $X_1$ will be removed from the window. $X_1$ is the corrected sample value while $X_{n+1}$ has not been corrected. In this paper, the estimate of $\bar{X}$ can be obtained by predicting the corrected measurement of $X_{n+1}$ as follows:

$$\bar{X}'_1 = \bar{X}_1 - w_{1,1}X_1 + w_{1,n}X_{n+1},$$

where $\bar{X}_{n+1}$ is the $(n + 1)$th estimate which is predicted by the corrected measurement of system B.

3. Data Fusion

In the data fusion method [23], there are several methods to get the measured value of the same measurement $x$. Denote the $i$th measurement value of $x$ as $\hat{x}_i$, $i = 1, \ldots, n$. Then, the corresponding measured error can be written as

$$\Delta x^{(i)} \defeq \hat{x}_i - x,$$

where $x$ represents the actual value of the measurement and $\Delta x^{(i)}$ is the measured error of the $i$th measured method.

If each measured error obeys normal distribution with zero mean and standard deviation $\sigma^{(i)}$, the probability density function of $\Delta x^{(i)}$ can be described as

$$f(x) = \frac{1}{\sqrt{2 \cdot \pi} \cdot \sigma^{(i)}} \cdot \exp \left( -\frac{(\Delta x^{(i)})^2}{2 \cdot (\sigma^{(i)})^2} \right) = \frac{1}{\sqrt{2 \cdot \pi} \cdot \sigma^{(i)}} \cdot \exp \left( -\frac{(\hat{x}_i - x)^2}{2 \cdot (\sigma^{(i)})^2} \right).$$

(4)
If the measured error $\Delta x^{(i)}$ is independent, $\rho(x)$ expresses the joint probability destiny of $x$ and it can be written as

$$
\rho(x) = \left( \frac{1}{\sqrt{2\cdot\pi \cdot \sigma^{(i)}}} \right) \cdot \exp \left( -\frac{(\tilde{x}^{(i)} - x)^2}{2 \cdot (\sigma^{(i)})^2} \right) \cdot \prod_{i=1}^{n} \left( \frac{1}{\sqrt{2\cdot\pi \cdot \sigma^{(i)}}} \right) \cdot \exp \left( -\frac{\sum_{i=1}^{n} (\tilde{x}^{(i)} - x)^2}{2 \cdot (\sigma^{(i)})^2} \right).
$$

(5)

It is reasonable to select the maximum likelihood estimate as the estimate of $x$ when the probability $\rho(x)$ is the largest. Since $\exp(z)$ is an increasing function, maximizing $\rho(x) = A \cdot \exp(-B(x))$ is equivalent to minimizing $B(x)$, and then we can derive that

$$
\min \left( \sum_{i=1}^{n} \frac{(\tilde{x}^{(i)} - x)^2}{2 \cdot (\sigma^{(i)})^2} \right).
$$

(6)

Differentiating (6) with respect to $x$ and equating the derivative to zero, we can conclude the maximum value:

$$
x = \frac{\sum_{i=1}^{n} \tilde{x}^{(i)} \cdot (\sigma^{(i)})^{-2}}{\sum_{i=1}^{n} (\sigma^{(i)})^{-2}}.
$$

(7)

The accuracy of this fused estimator can be described by the synthetic standard deviation $\sigma$ as follows:

$$
\sigma^{-2} = \sum_{i=1}^{n} (\sigma^{(i)})^2.
$$

(8)

It is assumed that there are two measurement systems, that is, the heat balance method and the heat transfer method, of which the accuracy and time (spatial) resolution are different. The accuracy of system with higher time resolution is higher, while the accuracy of system with lower time resolution is lower. Considering the individual and the mutual probability distribution, the data fusion method will use least squares (LS) algorithm to minimize the deviation of the fused data.

In convenience, $\tilde{X}_j$ is defined as the sample value (or estimated value) of system with low time resolution and high accuracy and the corresponding system is called system A. $\tilde{x}_i$ expresses the sample value (or estimated value) of system with high time resolution and high accuracy and the corresponding system is system B. In this paper, system A uses the heat balance method and system B adopts the heat transfer method.

The following problems will be considered in this algorithm.

(A) Each sampling value $\tilde{X}_j$ from system A with a high time resolution is approximately equal to the weighted average of the actual values, with the standard deviation $\sigma_{h,j}$:

$$
\tilde{X}_j \approx \sum_{i=1}^{n} w_{j,i} \cdot x_i,
$$

(10)

where $w_{j,i} \geq 0$ and $\sum_{i=1}^{n} w_{j,i} = 1$. In general, the weights are known. For example, these weights are equal in a joint inversion system and we get

$$
\tilde{X}_j \approx \frac{x_i (1, j) + \cdots + x_i (k_j, j)}{k_j}.
$$

(11)

In this application, the influences on weights are different because the sampling intervals are different. So the weights will be different and the problem about the selection of weight will be discussed in the following sections.

(C) A prior estimate: if the system B has a prior estimate with higher time resolution, we get

$$
x_i \approx x_{pr,i},
$$

(12)

where the standard deviation of $x_{pr,i}$ is $\sigma_{pr,i}$. In application, if there is no prior estimate, we can set $\sigma_{pr,i} = \infty$ and its influence can be eliminated.

(D) The sampling value $\tilde{X}_j$ from system A is approximately equal to the actual value at the sampling time point with a high resolution at a certain probability, with the accuracy corresponding to the standard deviation $\sigma_{e,j}$:

$$
\tilde{X}_j \approx x_i (l, j).
$$

(13)

The expectation can be estimated by the sampling value of system B.

$$
E_j = \frac{1}{k_j} \sum_{i=1}^{k_j} \tilde{X}_j (l, j).
$$

(14)

The corresponding standard deviation is defined as $\sigma_{e,j}$ and it can be expressed as

$$
\sigma_{e,j}^2 = \frac{1}{k_j} \sum_{i=1}^{k_j} (\tilde{X}_j (l, j) - E_j)^2.
$$

(15)

Next, the least squares (LS) technique will be applied to combine these approximate equalities and find the desirable estimate of the measurements by minimizing the resulting sum of weighted squared differences.

According to the LS approach, the sum of the different deviation in the above expression is minimized. In general case, we minimize the following expression:

$$
\sum_{i=1}^{n} \frac{(x_i - \tilde{X}_j)^2}{\sigma_{h,i}^2} + \sum_{j=1}^{m} \frac{1}{l_j} \left( \tilde{X}_j - \sum_{i=1}^{n} w_{j,i} \cdot x_i \right)^2
+ \sum_{i=1}^{n} \frac{\left( x_i - x_{pr,i} \right)^2}{\sigma_{pr,i}^2} + \sum_{j=1}^{m} \sum_{l=1}^{k_j} \frac{\left( \tilde{X}_j - x_i (l, j) \right)^2}{\sigma_{e,j}^2}.
$$

(16)
The solution of the LS approach includes the deviation of the measurements with high resolution (the first expression), the deviation of the prior estimate with high resolution (the third expression), the deviation of the weighted estimates of which low resolution are weighted by the sampling value of the high resolution (the fourth expression), and the deviation between the sampling value of high resolution and the corresponding area with the high resolution (the second expression). The synthesis results minimize the overall deviation in the above and the solution of the estimated $x_i$ is equal to the value of data fusion.

Differentiation with respect to $x_i$ leads to the following system of linear equations:

$$
\frac{1}{\sigma_{h,i}^2} (x_i - \bar{x}_i) + \sum_{j \neq i} \frac{1}{\sigma_{h,i}^2} \cdot w_{j,i} \cdot \left( \sum_{i=1}^n w_{j,i'} \cdot x_{i'} - \bar{X}_j \right) + \frac{1}{\sigma_{pr,j}^2} (x_i - x_{pr,j}) + \sum_{j \neq i} \frac{1}{\sigma_{e,j,i}^2} \cdot (x_i - \bar{X}_j) = 0, \tag{17}
$$

where $j \neq i$ means that the $j$th sampling value corresponding to a model with a low spatial resolution covers the $i$th sampling value.

In the above solution of LS approach, the prior estimate $x_{pr,i}$ and the estimate $\bar{x}_i$ from system A with a higher resolution have the general form. Then, they can be expressed into a unified form:

$$
\frac{1}{\sigma_{h,i}^2} (x_i - \bar{x}_i) + \frac{1}{\sigma_{pr,i}^2} (x_i - x_{pr,i}) = 0, \tag{18}
$$

Equation (18) can be expressed as follows:

$$
\sigma_{f,j}^2 \cdot (x_i - x_{f,j}), \tag{19}
$$

where

$$
x_{f,j} \overset{\text{def}}{=} \bar{x}_j \cdot \sigma_{h,j}^{-2} + x_{pr,j} \cdot \sigma_{pr,j}^{-2} \overline{\sigma_{h,j}^{-2} + \sigma_{pr,j}^{-2}}, \tag{20}
$$

$$
\sigma_{f,j}^2 \overset{\text{def}}{=} \sigma_{h,j}^{-2} + \sigma_{pr,j}^{-2}. \tag{21}
$$

Similarly, if the standard deviation is set to infinity, the influence of the corresponding term will be eliminated. For example, we can set $\sigma_{h,j} = 0$ if only the prior estimates of the system are known.

After simplification, the LS expression is

$$
\sigma_{f,j}^2 \cdot (x_i - x_{f,j}) + \sum_{j \neq i} \frac{1}{\sigma_{l,j}^2} \cdot w_{j,i} \cdot \left( \sum_{i=1}^n w_{j,i'} \cdot x_{i'} - \bar{X}_j \right) + \sum_{j \neq i} \frac{1}{\sigma_{e,j,i}^2} \cdot (x_i - \bar{X}_j) = 0. \tag{22}
$$

If we introduce an auxiliary variable $\mu$ as

$$
\mu \overset{\text{def}}{=} \frac{1}{\sigma_{l,1}^2} \cdot \left( \sum_{i=1}^n w_{l,i} \cdot x_{l,i} - \bar{X}_1 \right), \tag{23}
$$

we get the equation

$$
x_i - x_{f,j} + \frac{\sigma_{f,j}^2}{\sigma_{e,1}^2} \cdot w_{l,i} \cdot \left( \sum_{i=1}^n w_{l,i'} \cdot x_{l,i'} - \bar{X}_1 \right) + \frac{\sigma_{f,j}^2}{\sigma_{e,1}^2} \cdot (x_i - \bar{X}_1) = 0. \tag{24}
$$

By keeping terms proportional to $x_{l,i}$ in the left-hand side and by moving all the other terms to the right-hand side, we get

$$
\left( 1 + \frac{\sigma_{f,j}^2}{\sigma_{e,1}^2} \right) \cdot x_i = x_{f,j} - w_{l,i} \cdot \sigma_{f,j}^2 \cdot \mu + \frac{\sigma_{f,j}^2}{\sigma_{e,1}^2} \cdot \bar{X}_1. \tag{25}
$$

Hence

$$
x_i = \frac{x_{f,j}}{1 + \frac{\sigma_{f,j}^2}{\sigma_{e,1}^2}} - \frac{w_{l,i} \cdot \sigma_{f,j}^2}{1 + \frac{\sigma_{f,j}^2}{\sigma_{e,1}^2}} \cdot \mu + \frac{\sigma_{f,j}^2}{\sigma_{e,1}^2} \cdot \bar{X}_1. \tag{26}
$$

According to the definition of $\mu$, it includes the actual value of random variable $x_i$. To make this expression practical, we must describe $\mu$ in terms of the given $\bar{x}_i$ and $\bar{X}_1$.

From (26), we get

$$
\sum_{i=1}^n w_{l,i} \cdot x_i = \sum_{i=1}^n \frac{w_{l,i} \cdot x_{f,i}}{1 + \frac{\sigma_{f,j}^2}{\sigma_{e,1}^2}} - \mu \cdot \sum_{i=1}^n \frac{w_{l,i} \cdot \sigma_{f,j}^2}{1 + \frac{\sigma_{f,j}^2}{\sigma_{e,1}^2}} + \bar{X}_1 \cdot \sum_{i=1}^n \frac{w_{l,i} \cdot \sigma_{f,j}^2}{1 + \frac{\sigma_{f,j}^2}{\sigma_{e,1}^2}}. \tag{27}
$$

Let us consider the simplest case, when we have exactly one estimate from system A with a low resolution. In this case, (21) takes the following form:

$$
\sigma_{f,j}^2 \cdot (x_i - x_{f,j}) + \frac{1}{\sigma_{l,1}^2} \cdot w_{l,i} \cdot \left( \sum_{i=1}^n w_{l,i'} \cdot x_{l,i'} - \bar{X}_1 \right) + \frac{1}{\sigma_{e,1}^2} \cdot (x_i - \bar{X}_1) = 0. \tag{28}
$$
According to definition of \( \mu \), we conclude that

\[
\sigma_{l,1}^2 \cdot \mu = \sum_{i=1}^{n} w_{i,j} \cdot x_i - \bar{X}_l
\]

\[
= \sum_{i=1}^{n} \frac{w_{i,j} \cdot \sigma_{f,j}^2}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2} \cdot x_i - \mu \sum_{i=1}^{n} \frac{w_{i,j} \cdot \sigma_{f,j}^2}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2} + \bar{X}_l
\]

(29)

According the definition of weighted average, the sum of the weights is equal to one:

\[
\sum_{i=1}^{n} w_{i,j} = 1.
\]

Then the final two terms in the left-hand side of (29) can be merged into

\[
\bar{X}_l \sum_{i=1}^{n} \frac{w_{i,j} \cdot (\sigma_{f,j}^2/\sigma_{e,1}^2)}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2} - \bar{X}_1
\]

\[
= \bar{X}_l \cdot \left( \sum_{i=1}^{n} \frac{w_{i,j} \cdot \sigma_{f,j}^2/\sigma_{e,1}^2}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2} - \sum_{i=1}^{n} w_{i,j} \right)
\]

(31)

\[
= -\bar{X}_l \cdot \sum_{i=1}^{n} \frac{w_{i,j}}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2}.
\]

By taking (31) into (24) and moving all terms containing \( \mu \) to the left-hand side, we get

\[
\mu \cdot \left( \sigma_{l,1}^2 + \sum_{i=1}^{n} \frac{w_{i,j} \cdot \sigma_{f,j}^2}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2} \right)
\]

\[
= \sum_{i=1}^{n} \frac{w_{i,j} \cdot x_{f,j}}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2} - \bar{X}_1 \cdot \sum_{i=1}^{n} \frac{w_{i,j}}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2}
\]

(32)

\[
= \sum_{i=1}^{n} \frac{w_{i,j} \cdot (x_{f,j} - \bar{X}_1)}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2}.
\]

If we introduce two auxiliary variables \( N \) and \( D \), the auxiliary variable \( \mu \) can be computed as follows:

\[
\mu = \frac{N}{D}.
\]

(33)

where

\[
D = \left( \sigma_{l,1}^2 + \sum_{i=1}^{n} \frac{w_{i,j} \cdot \sigma_{f,j}^2}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2} \right)
\]

\[
N = \sum_{i=1}^{n} \frac{w_{i,j} \cdot (x_{f,j} - \bar{X}_1)}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2}.
\]

Then, under higher time resolution, we compute the more accurate estimate for \( x_i \), \( i = 1, \ldots, h \), as

\[
\tilde{x}_i = \frac{x_{f,j}}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2} - \frac{w_{i,j} \cdot \sigma_{f,j}^2}{1 + \sigma_{f,j}^2/\sigma_{e,1}^2} \cdot \mu + \bar{X}_1
\]

(35)

Equation (35) indicates that the sampling accuracy of the low accuracy system B will be improved by modifying the sampling value with the sampling value of higher accuracy system A if the noises of system A and B obey a Gaussian distribution and the standard deviation of system A is known.

The above method, using LS algorithm, shows the basic results by modifying the sampling value from a measurement system with a low accuracy when we have one estimate from system A with a higher accuracy. If all of the standard deviations in the resulting expression can be computed online or known in advance, they can be used to improve the accuracy of the system with a low accuracy.

We then solve the problem which is how to obtain the standard deviation of the above model in real-time. If this problem can be solved, the whole system will satisfy the need of the real-time measurement and this method will be applied into the polynomial prediction filter approach in the next section.

### 4. Main Results

#### 4.1. Polynomial Prediction Filtering Method Based on FIR Scheme

In theory, the signal can be described by a \( M \)-order polynomial. Consider

\[
x(n) = a_0 + a_1 n + \cdots + a_M n^M = \sum_{i=0}^{M} a_i n^i.
\]

(36)

The polynomial filter method is that the measured signals are predicted and filtered by polynomial. A polynomial prediction filter method based on the finite impulse response (FIR) scheme has been proposed in Henry and Clarke [24]. And it is called H-N FIP predictor. This method can predict the signals with smoothness.

It is assumed that the first \( n \) measurements are known and the \( (n + p) \)th measurement can be predicted as follows:

\[
\bar{x}(n+p) = \sum_{k=0}^{N-1} h(k) x(n-k),
\]

(37)

where \( p \) is the prediction horizon, which can be an integer or a decimal. \( h(k) \) is a coefficient of the FIR scheme.
By taking (36) into (37), we can get
\[ \hat{x}(n + p) = \sum_{l=0}^{M} a_l[n + p]^l, \quad (38) \]
\[ \sum_{k=0}^{N-1} h(k) x(n - k) = \sum_{k=0}^{N-1} h(k) \sum_{l=0}^{M} a_l[n - k]^l, \quad (39) \]
\[ \sum_{l=0}^{M} a_l[n + p]^l = \sum_{k=0}^{N-1} h(k) \sum_{l=0}^{M} a_l[n - k]^l. \quad (40) \]

Both sides of (40) are expended by the \( l \)th power subentry, respectively. The polynomial which includes \( a_l \) is that
\[ a_l[n + p]^l = \sum_{k=0}^{N-1} h(k) a_l[n - k]^l = a_l \sum_{k=0}^{N-1} h(k)[n - k]^l. \quad (41) \]
If \( a_l \) is removed from (41), we can get
\[ [n + p]^l = \sum_{k=0}^{N-1} h(k) [n - k]^l \quad (42) \]
or it can expressed as
\[ [-p]^l = \sum_{k=0}^{N-1} h(k) [k]^l. \quad (43) \]

Equation (43) is one of the restrictions of \( h(k) \).

The noise of signals can be sufficiently suppressed by minimizing the gain of the filter noise. If the noise is a white noise, the gain of signals for the digital filter based on FIR scheme can be expressed as
\[ G_{\text{noise}} = \sum_{k=0}^{N-1} |h(k)|^2. \quad (44) \]
If the restriction is satisfied, we can minimize \( G_{\text{noise}} \) and the optimal solution of \( h(k) \) can be obtained.

When \( p = 1 \) and \( M = 1 \), we can get
\[ h(k) = \frac{4N - 6k - 4}{N(N - 1)}. \quad (45) \]
When \( p = 1 \) and \( M = 2 \), we can get
\[ h(k) = \frac{9N^2 + (9 - 36k) N + 30k^2 - 18k + 6}{N^3 - 3N^2 + 2N}. \quad (46) \]

According to (45) and (46), the coefficient of polynomial prediction filter is independent of \( x(k) \). But it is simply a matter of the window size \( N \), the order \( M \) of polynomial, and the prediction horizon \( p \). All of the parameters are determined before computation. Therefore, this method is called one-step-prediction algorithm and it is applicable under the real-time condition.

4.2. Model Parameters Modification under the Prediction Model. In this paper, the measurements of heat balance method in data fusion are estimated. Therefore, there is a necessity of modifying the estimated signal parameter in order to adapt to the model fusion method. Once the prediction method is applied, we should consider whether all of the standard deviations defined in model fusion method need to be reestimated.

It is assumed that the corresponding standard deviations are known in a "real" fusion which is based on the actual measurements from heat balance method. The standard deviations include the standard deviation of the measurements with heat balance method and standard deviation of single measurement with heat transfer method. Both of them can be measured and calculated by experiments.

According to the principle of combination of error, assuming each measurement is independent,\footnote{The noise and the gain of signals for the digital filter based on FIR scheme can be expressed as}.
\[ \sigma_y^2 = \left( \frac{\partial f}{\partial x_1} \right)^2 \sigma_{x_1}^2 + \left( \frac{\partial f}{\partial x_2} \right)^2 \sigma_{x_2}^2 + \cdots + \left( \frac{\partial f}{\partial x_n} \right)^2 \sigma_{x_n}^2. \quad (47) \]

For one estimate of system \( A \), we have
\[ \hat{X}_1 = \hat{X}_1 - w_{1,1} x_1 + w_{1,n} \hat{x}_{n+1}. \quad (48) \]

The standard deviation can be computed as follows:
\[ \sigma_{\hat{X}_1}^2 = \sigma_{\hat{X}_1}^2 + \sigma_{x_1}^2 + \sigma_{x_{n+1}}^2. \quad (49) \]

where \( \sigma_{\hat{X}_1} \) is the sampling standard deviation of one estimate for system \( A \); \( \sigma_{x_1} \) is the standard deviation of modified measurement for system \( B \) in the fusing window; and \( \sigma_{x_{n+1}} \) is the standard deviation of the \((n+1)\)th modified measurement for system \( B \). \( \sigma_{x_1} \) can be obtained from (15).

In the polynomial prediction algorithm, the standard deviation of \( \hat{X}_{n+1} \) can be expressed as
\[ \sigma_{\hat{X}_{n+1}}^2 = \sigma_{\hat{X}_1}^2 + \sum_{i=1}^{k} h_i(\hat{x})^2, \quad (50) \]

where \( \sigma_i \) is the sample deviation.

By taking (49) into (50), the standard deviation of measurements from heat balance method can be estimated before model fusion.

5. Discussion

5.1. Window of the Data Fusion. The measurements of heat transfer method are estimated by polynomial prediction method; then the estimated value of heat balance method can be obtained. The estimated value will be used in the data fusion method.

Considering the polynomial prediction filtering method and the characteristic of signal, \( M = 2 \) and \( N = 16 \), and \( \hat{X} \) can be estimated from (36) in most of the windows. The measured value of heat transfer method will be modified after the actual measurement enters into the window.
Table 1: The distribution of weights.

<table>
<thead>
<tr>
<th>m</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.5</td>
<td>0.8</td>
<td>1.1</td>
<td>1.5</td>
<td>2</td>
<td>2.5</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2.5</td>
<td>2</td>
<td>1.5</td>
<td>1.1</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>15</td>
<td>0.8</td>
<td>1.1</td>
<td>1.5</td>
<td>2</td>
<td>2.5</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2.5</td>
<td>2</td>
<td>1.5</td>
<td>1.1</td>
<td>0.8</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>14</td>
<td>1.1</td>
<td>1.5</td>
<td>2</td>
<td>2.5</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2.5</td>
<td>2</td>
<td>1.5</td>
<td>1.1</td>
<td>0.8</td>
<td>0.8</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>13</td>
<td>1.5</td>
<td>2</td>
<td>2.5</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2.5</td>
<td>2</td>
<td>1.5</td>
<td>1.1</td>
<td>1.1</td>
<td>0.8</td>
<td>0.8</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

The window adopted in this data fusion method is shown in Figure 1. Here, the sample time of the heat balance method is 2 minutes while the sample time of the heat transfer method can be 5 seconds which is much shorter than heat balance method. Therefore, there is no actual high accuracy sample value of heat balance method in the fusing window when the window is 16. As described in the previous section, the data used in the fusing window will be estimated by the polynomial prediction filtering method.

5.2. Distribution of Weight. In Figure 1, the actual sample value rather than the estimated value will be used to process by the data fusion method once a new sample value of heat balance method enters into the window. The new sample value of heat balance method stays in the window for a while and the position of the sampling point will change.

If the sampling point of heat balance method is in middle of the fusing window, the result is the average of the sampling value of heat balance in the window which can be seen in (11). In fact, the sampling point is often not in the middle of the fusing window where the weights should be assigned reasonably.

If the window size is 16, the weight \( w_{ij} \) of data fusion method can be expressed as follows:

\[
 w_{ij} = \frac{w_{mij}}{16}, \quad (51)
\]

where \( i \) is the position of the sample value of system B in the fusing window. The position of the sample value of system A in the window is used here and it satisfies the following equation:

\[
 \sum_{m=1}^{16} w_{mij} = 16. \quad (52)
\]

When a new sample value of system A enters into the window, it is reasonable that the new sample value contains sixteen sample values of system B. In other words, it is a sample value which delays half of the window. When the position of the sampling value of system A is less than 13 in the window, its effect becomes weaker and the sampling value of system A will be decided by the prediction method which is used in the data fusion. The distribution of weights is shown in Table 1.

6. Conclusion

This paper investigates the measurement of the gas-solid two-phase flow in pneumatic conveyor. A new approach called data fusion based real-time measurement is proposed, which can improve the overall accuracy of the flow rate of the gas-solid two-phase flow and the time resolution. The proposed method also can be applied into the polynomial prediction filter for modifying the model parameters.
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