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The nearest neighbor is one of the most popular classifiers, and it has been successfully used in pattern recognition and machine learning. One drawback of $k$NN is that it performs poorly when class distributions are overlapping. Recently, local probability center (LPC) algorithm is proposed to solve this problem; its main idea is giving weight to samples according to their posterior probability. However, LPC performs poorly when the value of $k$ is very small and the higher-dimensional datasets are used. To deal with this problem, this paper suggests that the gradient of the posterior probability function can be estimated under sufficient assumption. The theoretic property is beneficial to faithfully calculate the inner product of two vectors. To increase the performance in high-dimensional datasets, the multidimensional Parzen window and Euler-Richardson method are utilized, and a new classifier based on local probability centers is developed in this paper. Experimental results show that the proposed method yields stable performance with a wide range of $k$ for usage, robust performance to overlapping issue, and good performance to dimensionality. The proposed theorem can be applied to mathematical problems and other applications. Furthermore, the proposed method is an attractive classifier because of its simplicity.

1. Introduction

The $k$ nearest neighbor ($k$NN) [1] algorithm is a supervised classification technique that has been implemented in successfully many applications, such as pattern recognition [2] and machine learning task [3]. There are many attractive properties of $k$NN. First, the classification rule is intuitive; that is a query sample is classified by a majority vote of its $k$ nearest neighbors through Euclidean distance function. Second, it has been shown that when both the number of samples and the value of $k$ tend to be infinite, the error rate of the $k$NN method approaches the optimal Bayes error rate [1]. Third, $k$NN is a nonparametric classifier which means it has no assumptions for probability distributions. Despite of the aforementioned advantages, $k$NN suffers from several drawbacks. The major problem is dimensionality curse. It means that this algorithm becomes less effective in high-dimensional space. A common way to solve this problem is to select an appropriate distance measure [4–12]. Because the Euclidean distance considers all features having equal contributions, some popular methods assign different weights to features according to their influence [5, 7, 10, 11]. Larger weights are offered to more important features and lesser weights are given to less influential ones. In general, using an appropriate distance function results in good performance in high-dimensional space [10, 12].

$k$NN is a lazy learning algorithm that does not obtain learning models. In the classification stage, it is necessary to compare all training data. Obviously, when the size of the dataset is large, it yields slow classification time and large storage requirement. Many approaches have been suggested based on the concept of data reduction. Many papers have addressed prototype generation [13–17] or prototype selection [18–21] methods to obtain fewer samples and faster classification time. The aim of these methods is to make a tradeoff between the reduction rate and the accuracy rate. Although these methods can provide fewer samples and decrease the classification time, how to determine the optimal prototypes is still an open problem.

Nowadays, few studies have been focused on an interesting problem: $k$NN fails to predict the correct class when class distributions are overlapping. In the heavily overlapped
region, samples with different classes are comparable around a query pattern. As a result, the count of the number of classes becomes incorrect, and it affects the performance of kNN. Overlapping issue is general in recognition problem, but limited attention is paid to how to decrease the effect of overlapping problem in nearest-neighbors-based classifiers. Recently, researchers have proposed a weighting method called the local probability centers (LPC) algorithm [22]. The LPC algorithm is based on the categorical average pattern (CAP) [23] method. The CAP method used the categorical $k$ nearest neighbors of a query sample for classification because it can get more local information. The categorical $k$ nearest neighbors are from the same class around a query pattern; the categorical average patterns are then the average of these categorical $k$ nearest neighbors. Finally, the classification rule for a query pattern is based on the distance between categorical average patterns and the query pattern. CAP performs well in the high-dimensional dataset. The shortcoming of the CAP method is that it assumes that the categorical $k$ nearest neighbors have the same importance. Therefore, it should provide different weights to training samples. The aim of weighting method is to let the border samples have smaller influence and the interior points have larger influence. The concept of classification rule is described in Figure 1. As can be seen, the square query pattern would incorrectly be classified by traditional Euclidean distance. However, the query pattern is correctly classified by selecting an appropriate metric.

The goal of LPC algorithm is to select an appropriate metric for classification, and then it gives different weights to samples based on their posterior probabilities. Border samples have smaller posterior probabilities because they have lower confidence for classification. On the contrary, interior points are more credible and they should obtain larger posterior probabilities. Figure 2 shows an example of the LPC algorithm where $p(x \mid w_1)$ is the probability density function of class $w_1$ and $p(x \mid w_2)$ is the probability density function of class $w_2$. A query pattern is represented by $q$, and $\Omega_1$ and $\Omega_2$ are local probability centers in two classes, respectively. If we classify $q$ according to the Euclidean distance function, $\Omega_2$ is its nearest neighbor and $q$ makes an incorrect prediction. However, if we choose another measure, such as the posterior probability of the sample, then $q$ will make a better prediction. Thus, the posterior probability is more credible and the weighting average mechanism can decrease the overlapping degree of samples.

Although the LPC algorithm is an attractive classifier, it suffers from the following drawbacks. First, the LPC algorithm gives different weights to samples based on their posterior probability. It uses the one-dimensional Parzen window [24] to estimate class-conditional density. This technique is inappropriate in the multidimensional case. Second, the LPC algorithm estimates the posterior probability of query samples using the Taylor polynomial approximation method. The Taylor theorem is described as follows.

**Theorem 1** (Taylor’s theorem). Let $f(x)$ have $n+1$ continuous derivatives on $[a,b]$ for some $n \geq 0$, and let $x, x_0 \in [a,b]$; it yields

$$f(x) = p_n(x) + R_n(x),$$

(1)

$$p_n(x) = f(x_0) + \frac{(x-x_0)}{1!} f'(x_0) + \cdots + \frac{(x-x_0)^n}{n!} f^{(n)}(x_0),$$

(2)

$$R_n(x) = \frac{1}{n!} \int_{x_0}^{x} (x-t)^n f^{(n+1)}(t) \, dt = \frac{(x-x_0)^{n+1}}{(n+1)!} f^{(n+1)}(\xi)$$

(3)

for some $\xi$ between $x$ and $x_0$, where $p_n(x)$ is called the Taylor polynomial of order $n$ based at $x_0$ and $R_n(x)$ is the remainder term. To estimate the posterior probability of query samples, the LPC algorithm uses the Taylor polynomial of order $1$ approximation method given by

$$p_1(x) = f(x_0) + f'(x_0) (x-x_0).$$

(4)
To estimate the posterior probability of the query pattern in Figure 2, the formulation (4) becomes
\[ p(w_j | q) = p(w_j | \Omega_j) + \nabla p(w_j | \Omega_j)^T(q - \Omega_j), \]
where \( N_c \) is the number of classes. According to (5), it is necessary to calculate the gradient of the posterior probability function. However, the LPC algorithm utilizes a parameter to represent the vector of the gradient of the posterior probability function and then multiplies it by the distance between the query sample and local probability centers. The final outcome is not equal to the inner product of two vectors. In other words, the product of the two values is not equal to the inner product of two vectors. This is the most serious problem in the LPC algorithm. Finally, the nearest neighbors of query samples in high dimensional space are further than those in lower dimensional space. Thus, the error of the Taylor formulation of order 1 becomes larger in high-dimensional space. Therefore, it should adopt another formulation to obtain better performance.

The objective of this paper is to address the aforementioned disadvantages of the LPC algorithm. Among these disadvantages, the first and the third problems are easier to solve. To deal with the first problem, the multidimensional Parzen window [24] can be used to estimate class-condition density. This is a suitable choice in a general case. With respect to the third problem, the Taylor polynomial of order 1 can be replaced by the Euler-Richardson formulation [25]. Euler-Richardson method uses nearer points to estimate the posterior probability; therefore, the Taylor polynomial of order 1 approximation method is accurate to order \((\Delta x)^2\) where \( \Delta x = |x - x_0| \), whereas the Euler-Richardson method is accurate to order \((\Delta x)^3\). It would be a better numerical approximation method compared to Taylor polynomial approximation method.

Considering the second problem, the most difficult work has to be solved. The study presents the gradient of the posterior probability function through mathematical derivation. This paper proves that the gradient of the posterior probability function can be estimated under sufficient assumptions. This is a novel step of the proposed method. This theoretic property makes it truly calculate the inner product of two vectors. Therefore, we have developed an improved version of LPC algorithm called ILPC.

In the study, both synthetic datasets and real datasets are used to evaluate performance. LPC method adopts an incorrect formulation which makes it perform poorly when the value of \( k \) is very small and in higher-dimensional datasets. However, the proposed method achieves robust performance with a wide range of \( k \) for usage. This indicates that correct formulation provides a good model. The advantages of the proposed method are summarized in the following.

1. The proposed method is the best performing method for overlapping issue. Few classifiers present good performance in the situation.

2. Multidimensional Parzen window and Euler-Richardson method increase the performance of the proposed method. It is helpful to the proposed new classifier to implement in real applications.

3. The proposed method has robust performance with wide range of \( k \) for usage. It is easy to select an appropriate value of \( k \) in the proposed method.

4. The proposed method is based on \( k \) nearest neighbor classifier. It is simple that it only adds weights to training samples.

5. In the paper, the gradient of posterior probability function can be estimated under sufficient assumptions. This property can be applied to other mathematical problems or applications.

This paper is organized as follows. Section 2 introduces the related works of classifiers including kNN, CAP, and LPC algorithms. The proposed method and mathematical derivations are described in Section 3. Experimental results and discussions are displayed in Section 4. Finally, conclusions are drawn in Section 5.

2. Related Work

This section reviews related works for the proposed method. After a review of some improved kNN classifiers, the section describes the details of LPC method.

The \( k \) nearest neighbor is one of the most popular classification methods and has been widely used in pattern recognition [2] and other applications [3]. If \( q \) is a query pattern and \( y \) is a training sample, then the common metric for \( k \) nearest neighbor is defined by the formulation
\[ D(q, y) = \left( \sum_{i=1}^{d} (q_i - y_i)^2 \right)^{1/2}, \]
where \( d \) denotes the number of features. In (6), the query pattern and \( y \) is a training sample, then the common metric for \( k \) nearest neighbor is defined by the formulation
\[ D(q, y) = \left( \sum_{i=1}^{d} (q_i - y_i)^2 \right)^{1/2}, \]
where \( d \) denotes the number of features. In (6), the query pattern is classified in terms of the Euclidean distance function. The Euclidean distance function is simple and easily implemented. The weakness of the Euclidean distance function is that it assumes that all features have the same importance. In general, there is a high degree correlation among features and noisy features in datasets. Thus, numerous studies have addressed how to select an appropriate distance function, such as the Chi-square distance [4], weighted distance [5, 7, 10, 11], optimal distance [9], and adaptive distance [6, 8]. Some of these functions perform effectively in general cases [4, 8].

Another issue for kNN is that, when class distributions are overlapping, the class label becomes unreliable. This makes kNN method predict a wrong class. Researchers recently proposed the local probability centers algorithm to improve this situation [22]. The LPC algorithm is based on the categorical average pattern (CAP) [23], which uses the categorical \( k \) nearest neighbors for a query pattern, while kNN uses global nearest neighbor which are from different classes. However, the categorical \( k \) nearest neighbors are from the same class around a query pattern. The CAP algorithm is illustrated as follows. Let \( x_i = [x_{i1}, \ldots, x_{id}]^T \) be a \( d \)-dimensional vector belonging to class \( w_j \), where \( j = 1, \ldots, N_j, i = 1, \ldots, N_j \),
$N_c$ is the number of classes and $N_j$ is the number of samples belonging to $w_j$, and $N = \sum_{j=1}^{N_c} N_j$ is the total number of training samples. Given a query pattern $q = [q_1, \ldots, q_d]^T$, the categorical $k$ nearest neighbors in the class $w_j$ of $q$ are denoted by $X_k^w_j (q)$. The class label $w$ of the test sample is determined by

$$w = \arg \min_j \left\{ \frac{1}{k} \sum_{x_i^w \in X_k^w_j (q)} x_i^w - q \right\}.$$  \hspace{1cm} (7)

The benefits of the CAP method are that it can reduce the effect of outliers when the value of $k$ is very small and it performs well in high-dimensional space. Hotta et al. proposed a kernel version of the CAP method called KCAP [23]. The classification rule is given by

$$w = \arg \min_j \left\{ \frac{1}{k} \sum_{x_i^w \in X_k^w_j (q)} \Phi (x_i^w) - \Phi (q) \right\}$$
$$j = 1, \ldots, N_c,$$  \hspace{1cm} (8)

where $\Phi(\cdot)$ is a mapping function that maps samples from a data space to another data space. Choosing an appropriate kernel function can improve CAP performance. For example, the Gaussian kernel makes CAP obtain better accuracy rate.

One disadvantage of the CAP method is that it assumes that the categorical $k$ nearest neighbors around the query pattern have equal contributions. Zeng et al. [26] proposed a pseudonearest neighbor rule that gives different weights to the categorical $k$ nearest neighbors in terms of the reciprocal value of $k$. The weight formulation $Y_i$ is defined as

$$Y_i = \frac{1}{k} \hspace{0.5cm} i = 1, \ldots, k.$$  \hspace{1cm} (9)

On the basis of the formulation, the nearer categorical $k$ samples around query samples have greater influence, and the farther categorical $k$ samples around query samples have lesser influence. The weighting formulation is incorrect because there is no difference among samples in different classes. Hence, this method achieves poor performance, even worse than the CAP method in some cases.

As mentioned previously, various improved kNN classifiers, including the CAP and KCAP algorithms, are all distance-based methods. Therefore, these methods have problem described in Figures 1 and 2. The LPC algorithm, which is based on statistical principles, was proposed to deal with this problem. The key idea of the LPC is using posterior probability for classification. The LPC algorithm uses the one-dimensional Parzen window to estimate the probability density function

$$\hat{p} (x) = \frac{1}{N \tau n^2 (2\pi)^{d/2}} \sum_{i=1}^{N} e^{-\frac{1}{2 \tau^2} (x-x_i)^T(x-x)},$$  \hspace{1cm} (10)

where $n = 1$ and $\tau$ is a parameter that controls the width of Gaussian kernel. The posterior probability $p (w_j | x_i^w)$ of samples is calculated through Bayes Theorem. Finally, LPC method uses the Taylor polynomial of order 1 to estimate the posterior probability of the query sample

$$p (w_j | q) = p (w_j | \Omega_j) - \nabla p_j \| \Omega_j - q \|, \hspace{0.5cm} j = 1, \ldots, N_c,$$  \hspace{1cm} (11)

where $\Omega_j$ represents the local probability centers of classes. Comparing (5) and (11), (11) is incorrect form because the term $\nabla p_j \| \Omega_j - q \|$ is not equal to the inner product of two vectors. Referring to the Cauchy-Schwarz inequality, for any two vectors $a$ and $b$ in $d$-dimensional space,

$$\left( \sum_{m=1}^{d} a_m b_m \right)^2 \leq \sum_{m=1}^{d} a_m^2 \sum_{m=1}^{d} b_m^2.$$  \hspace{1cm} (12)

The equality is tenable if and only if $a$ and $b$ are linearly dependent, but it is improbable in this case. However, the LPC method adopts the term $\nabla p_j = axdR_j$ to calculate the gradient vector under incorrect assumptions, where $R_j$ is the maximal radius of $X_k^w_j (q)$. There is an incorrect relationship among the gradient vector and the dimension $d$ and the maximal radius $R_j$. The incorrect formula may produce unfavorable results. For example, LPC presents unsatisfied performance in the high-dimensional datasets. The best way is to estimate the gradient of the posterior probability function. It is logical choice to faithfully calculate the outcome of the inner product of two vectors. Then the correct formulation improves performance of LPC algorithm.

3. The Proposed Method

This section is devoted to illustrating the method proposed in this study. The proposed algorithm consists of three parts. The first part includes the estimation of the posterior probability of all samples by multidimensional Parzen window. The analysis of the Euler-Richardson method is described in the second part. The third part presents classification rule based on the posterior probability of a query pattern. The theoric property is also proved in the subsection.

3.1. Preprocessing. The first part of the proposed method utilizes the multidimensional Parzen window to estimate the probability density of each point. The formulation is given as follows:

$$p (x_i | w_j) = \frac{1}{k_0} \sum_{x_i^w \in X_{k_0}^w (x_i)} \Phi (x_i^w),$$  \hspace{1cm} (13)

where $p(\cdot)$ stands for the probability density function, and $x_i^w \in X_{k_0}^w (x_i)$ is the $k_0$ nearest neighbor of $x_i^w$. This study chooses the most general Gaussian kernel, which is defined as

$$\Phi (x_i^w) = \frac{1}{h^d (2\pi)^{d/2}} e^{-\frac{1}{2} \frac{h^2}{\tau^2} (x_i-x_i^w)^T(x_i-x_i^w)},$$  \hspace{1cm} (14)
In the following, we show mathematical derivation of Euler-Richardson method. This study defines the function \( y = f(x) \). The estimate of \( y_1 \) through the Taylor polynomial of order 2 is given by

\[
y_1 = f(x + \Delta x) = f(x) + f'(x) \Delta x + \frac{1}{2} f''(x) (\Delta x)^2,
\]

where \( \Delta x = |x_1 - x| \). Divide the step \( \Delta x \) into two half steps. The first half step is defined as

\[
f\left(x + \frac{1}{2} \Delta x\right) = f(x) + f'(x) \frac{1}{2} \Delta x + \frac{1}{2} f''(x) \left(\frac{1}{2} \Delta x\right)^2.
\]

Then, the second half step can be written as

\[
y_2 = f(x + \Delta x) = f(x) + \frac{1}{2} \left[ f'(x) + f'(x + \frac{1}{2} \Delta x) \right] \Delta x + \frac{1}{2} f''(x + \frac{1}{2} \Delta x) \left(\frac{1}{2} \Delta x\right)^2.
\]

Substituting (19) into (18) leads to

\[
y_2 = f(x + \Delta x) = f(x) + \frac{1}{2} \left[ f'(x) + f'(x + \frac{1}{2} \Delta x) \right] \Delta x + \frac{1}{2} \left[ f''(x) + f''(x + \frac{1}{2} \Delta x) \right] \left(\frac{1}{2} \Delta x\right)^2.
\]

Recall that \( f''(x + (1/2)\Delta x) = f''(x) + (1/2) f'''(x) \Delta x + \cdots \). This study considers order \( (\Delta x)^2 \), and the formulation becomes

\[
y_2 = f(x + \Delta x) = f(x) + \frac{1}{2} \left[ f'(x) + f'(x + \frac{1}{2} \Delta x) \right] \Delta x + \frac{1}{2} \left[ 2 f''(x) \right] \left(\frac{1}{2} \Delta x\right)^2.
\]

Combining (17) and (21) cancels the terms of order \( (\Delta x)^2 \). Finally, the Euler-Richardson method is defined as follows:

\[
y_1 = 2 y_2 - y_1 = f(x) + f'(x + \frac{1}{2} \Delta x) \Delta x + O(\Delta x)^3.
\]

Obviously, the formulation (22) is accurate to \( (\Delta x)^3 \), which is the same as the accuracy for the Taylor polynomial of order 2, but it does not need to calculate the second differential of \( f(x) \). For this reason, Euler-Richardson method is adopted to increase the accuracy.

3.3. Classification Rule with Local Probability Centers. The final part of the proposed method is to estimate the posterior probability of the query pattern in the classification step. For a query pattern \( q \), finding its \( k \) nearest neighbors in the class

\[
\text{Figure 3: The proposed method based on the Euler-Richardson formulation.}
\]

where \( h \) controls the kernel width size and \( d \) represents the size of features. Calculating the probability density of other classes in a similar way leads to

\[
p(x | w_i) = \frac{1}{k_0} \sum_{x_i \in S_i} \phi(x_i^k), \quad t \neq j \land t = 1, \ldots, N_c.
\]

Next, the class posterior probability of point \( x_i \) is computed in terms of the Bayes Theorem

\[
p(w_j | x_i) = \frac{p(x_i | w_j) p(w_j)}{\sum_{t=1}^{N_c} p(x_i | w_t) p(w_t)}, \quad \text{if } x_i \in w_j,
\]

where \( p(w_j) = (N_j/N) \) denotes a prior probability of the \( t \)th class. The preprocessing step is to offer different weights to all samples based on their credibility. The value implies data distributions.

\[
3.2. \text{Analysis of the Euler-Richardson Method.} \text{ The proposed method replaces the Taylor polynomial of order 1 with the Euler-Richardson method. Because the Euler-Richardson method is not a well-known algorithm, it shows the details of Euler-Richardson formulation in the subsection.}

The benefit of the Euler-Richardson method is that it is accurate to \( (\Delta x)^3 \), which is the same accuracy given by the Taylor formulation of order 2, but it does not need to calculate the second differential of \( f(x) \). Figure 3 illustrates the concept of the proposed method based on the Euler-Richardson method. The term \( \nabla p(w_1 | \Omega_1 + q)/2 \) is more precise to estimate \( p(w_1 | q) \) because the midpoint \( (\Omega_1 + q)/2 \) is nearer to the query pattern than the local center \( \Omega_1 \). Similarly, the midpoint \( (\Omega_2 + q)/2 \) is nearer to the query pattern than \( \Omega_2 \) and \( \nabla p(w_2 | \Omega_2 + q)/2 \) is beneficial for estimating \( p(w_2 | q) \). Therefore, the Euler-Richardson method yields more precise results in high-dimensional space. The local centers \( \Omega_1 \) and \( \Omega_2 \) are further apart in the high-dimensional dataset, and error increases with the application of the traditional Taylor polynomial of order 1. Hence, the proposed method achieves reasonable improvement when the dimension is high.
$w_j$ is denoted by $\chi_k^{w_j}(q)$. The local probability centers $\Omega_j$ are computed according to the formulation

$$\Omega_j = \frac{\sum_{k: x_k^{w_j}(q)} p(w_j | x_k^{w_j}) \cdot x_k^{w_j}}{\sum_{k: x_k^{w_j}(q)} p(w_j | x_k^{w_j})}.$$  \hfill (23)

As mentioned earlier, the classification rule is carried out using the distance between the local probability and the query pattern which would lead to an incorrect prediction. Thus, the posterior probability of the local probability center can be simply calculated by

$$p(w_j | \Omega_j) = \frac{\sum_{k: x_k^{w_j}(q)} p(w_j | x_k^{w_j})}{k}.$$  \hfill (24)

Finally, the posterior probability of the $j$th class of the query pattern which combined the Euler-Richardson method is defined as

$$p(w_j | \Omega_j) = p(w_j | \Omega_j) - N \sum_{k=1}^{N} \left( \frac{w_j + q}{2} \right)^T (\Omega_j - q),$$  \hfill (25)

$j = 1, \ldots, N_c$.

It is noticed that this formulation is different from (11). The midpoint $(\Omega_j + q)/2$ provides a good estimate and it minimizes the error according to the statement. Now, it is a challenging work of calculating the term $\nabla p(w_j | (\Omega_j + q)/2)^T$. The theoretical property is given in the following.

**Theorem 2.** Let $p(w_j | x)$ be the posterior probability of $x$ of the $j$th class, and $p(x | w_j)$ is the class-conditional density of $x$ then

$$\frac{d}{dx} p(w_j | x) = \frac{p(w_j | x) p(x | w_j)}{p(x) dx}.$$  \hfill (26)

**Proof.** According to Bayes Theorem, for every observing point $x$ conforms to

$$p(w_j | x) = \frac{p(x | w_j) p(w_j)}{p(x)}.$$  \hfill (27)

Involve logarithm function $\ln(\cdot)$ and the differential, we have

$$\frac{d}{dx} \left( \ln p(w_j | x) \right) = \frac{d}{dx} \left( \ln \frac{p(x | w_j) p(w_j)}{p(x)} \right).$$  \hfill (28)

Expanding, we obtain

$$\frac{d}{dx} \left( \ln p(w_j | x) \right) = \frac{d}{dx} \left( \ln p(x | w_j) + \ln p(w_j) - \ln p(x) \right).$$  \hfill (29)

Since $p(w_j)$ is a constant, then (29) becomes

$$\frac{d}{dx} \left( \ln p(w_j | x) \right) = \frac{d}{dx} \left( \ln p(x | w_j) - \ln p(x) \right).$$  \hfill (30)

The nonparametric density estimation [1, 27] can be written as

$$p(x) = k_N,\frac{V_N}{N},$$  \hfill (31)

where $V_N$ is the volume of $x$ and $k_N$ is the number of samples inside the volume. We assume that the estimation density converges to real $p(x)$ that satisfies the following three conditions:

$$\lim_{N \to \infty} V_N \to 0,$$

$$\lim_{N \to \infty} k_N \to \infty,$$

$$\lim_{N \to \infty} \frac{k_N}{N} \to 0.$$  \hfill (32)

Here, we choose $V = 1/ \sqrt{N}$; it yields $p(x) \approx k_N/\sqrt{N}$, and (30) becomes

$$\frac{d}{dx} \left( \ln p(w_j | x) \right) = \frac{d}{dx} \left( \ln p(x | w_j) - \ln \frac{k_N}{\sqrt{N}} \right)$$

$$= \frac{d}{dx} \left( \ln p(x | w_j) - 1 \right),$$  \hfill (33)

It shows that $p(x)$ can be estimated under sufficient assumption.

Calculating the differential of logarithm function of two sides, we obtain

$$\frac{1}{p(w_j | x) \frac{d}{dx} p(w_j | x)} = \frac{1}{p(x | w_j) \frac{d}{dx} p(x | w_j)}.$$  \hfill (34)

Finally, the differential of posterior probability of $x$ is defined as

$$\frac{d}{dx} p(w_j | x) = \frac{p(w_j | x) \frac{d}{dx} p(x | w_j)}{p(x | w_j) \frac{d}{dx} p(x | w_j)}.$$  \hfill (35)

Now, the multidimensional Parzen window with Gaussian kernel is described as follows:

$$p(x | w_j) = \frac{1}{N h^d (2\pi)^{d/2}} \sum_{i=1}^{N} e^{-((1/2h^2)(x_i - x)^T(x_i - x))},$$  \hfill (36)

if $x_i \in w_j$.

Substituting (36) into (35), it yields

$$\frac{d}{dx} \ln p(w_j | x) = \frac{1}{p(x | w_j) N h^{d+2} (2\pi)^{d/2}}$$

$$\times \sum_{i=1}^{N} (x - x_i) e^{-((1/2h^2)(x_i - x)^T(x_i - x))}.$$

\hfill (37)
We only consider local probability centers near the query pattern; therefore, \( N = 1 \) for each class. Then (37) can be written as
\[
\frac{d}{dx} p \left( w_j \mid \frac{\Omega_j + q}{2} \right) = \frac{p \left( w_j \mid \frac{\Omega_j + q}{2} \right)}{p \left( \Omega_j \mid w_j \right)} \frac{1}{Nh^{d+1}(2\pi)^{d/2}} \times \left( \frac{\Omega_j - q}{2} \right)^{2} e^{-\frac{1}{8h^2} \left( q^T(q-\Omega) \right)^2}.
\]

(38)

We mentioned that the midpoint \( \Omega_j \) is nearer to the query pattern than the local center \( \Omega_j \). However, the differential of \( p(w_j \mid \Omega_j + q/2) \) can be calculated by (38), and its error is small if \( \Omega_j \) is very near to \( q \). Since the term \( p(w_j \mid (\Omega_j + q)/2) / p((\Omega_j + q)/2 \mid w_j) \) has to be calculated in the classification phase, it consumes the classification time. In order to speed up the computation, the differential of \( p(w_j \mid (\Omega_j + q)/2) \) can be approximated to the following formula:
\[
\frac{d}{dx} p \left( w_j \mid \frac{\Omega_j + q}{2} \right) \approx \frac{p \left( w_j \mid \frac{\Omega_j}{2} \right)}{p \left( \Omega_j \mid w_j \right)} \frac{1}{Nh^{d+1}(2\pi)^{d/2}} \times \left( \frac{\Omega_j - q}{2} \right)^{2} e^{-\frac{1}{8h^2} \left( q^T(q-\Omega) \right)^2}.
\]

(39)

By substituting (39) into (25), we obtain
\[
p \left( w_j \mid x \right) = p \left( w_j \mid \frac{\Omega_j}{2} \right) \frac{p \left( \Omega_j \mid w_j \right)}{p \left( \Omega_j \mid w_j \right)} \times \frac{1}{Nh^{d+1}(2\pi)^{d/2}} e^{-\frac{1}{8h^2} \left( q^T(q-\Omega) \right)^2} \times \left( q - \Omega_j \right)^T \left( q - \Omega_j \right) \frac{1}{2}.
\]

(40)

Compared with (II), the formulation (40) shows a numerical model in terms of the proposed method and Euler–Richardson method. However, the LPC method uses \( \nabla p_j = \alpha d/R_j \) to represent the gradient vector; this is an unreasonable assumption. According to the assumptions, there is an incorrect relationship among the gradient vector, the dimension \( d \), and the maximal radius \( R_j \). In other words, there is no linear relationship between the gradient vector and the dimension \( d \). Moreover, there is not a reciprocal relationship between the gradient vector and the maximal radius \( R_j \). Regarding the proposed method, the novel step is presented and it can make the inner product of two vectors be truly calculated. It seems that the modified formulation has a correct model. It can be found that the modified formulation does not have the term \( R_j \) and there is a more accurate relationship to the dimension \( d \). The modified formulation is based on statistical principles and theorems. Using the new classification rule should reasonably achieve good performance.

### 4. Experimental Results

This section presents experimental results of this study. Both simulated datasets and real datasets are used to verify the proposed method. Since the LPC method has focused on the overlapping problem, Section 4.1 describes the performance of artificial datasets with different overlapping degrees. To show the effect of dimension, the performance of artificial datasets with different dimensions is displayed in Section 4.2. Then Section 4.3 shows the performance of real datasets from the UCI machine learning repository. Finally, Section 4.4 provides discussions of the results.

In the study, four methods are used to compare performance: \( \kappa \)NN, CAP, LPC, and ILPC. All of them are \( \kappa \)NN-based methods. Both LPC and ILPC methods have parameters, and the fixed parameter \( k_0 = \max\{10, 0.01N\} \) is set in all experiments. Table 1 shows the other parameters of LPC and ILPC methods in experimental results. There are two tuned parameters in LPC algorithm: the width of Gaussian kernel \( \tau \) and the value \( \alpha \). The ILPC has only one tuned parameter: the width of Gaussian kernel \( h \).

#### 4.1. Simulated Datasets with Different Overlapping Degree

The first experiment uses artificial datasets with different degrees of overlapping to evaluate the performance of four methods because the LPC method states that it can improve the overlapping problem. These three artificial datasets are described as follows.

\[ I - \Lambda \] dataset:
\[
u_1 = 0_8, \quad u_2 = [3.86, 3.10, 0.84, 0.84, 1.64, 1.08, 2.06, 0.01]^T.
\]
\[
\Sigma_1 = I_8, \quad \Sigma_2 = \text{diag} [8.41, 12.06, 0.12, 0.22, 1.49, 1.77, 0.35, 2.73],
\]
(41)

\[ I - 4I \] dataset:
\[
u_1 = 0_8, \quad u_2 = 0_8, \quad \Sigma_1 = I_8, \quad \Sigma_2 = 4I_8.
\]
(42)
where $\Sigma_i$ and $u_i$ represent the covariance matrix and the mean vector of class $i$. $I_i$ and $\text{diag}[]$ are denoted by $k \times k$ identity and diagonal matrix, respectively. The $I - \Lambda$ dataset consists of 8-dimensional Gaussian data with two classes, which are different means and different variances in all dimensions. Next, $I - 4I$ dataset consists of 8-dimensional Gaussian data with two classes. The means in all dimensions are the same, but the variance of the one class is four times to that of the other class. In the final, $I - I$ dataset consists of 8-dimensional Gaussian data with the same variance, and the mean vectors are slightly different in the first dimension. In summary, these three artificial datasets have different degrees of overlapping. The $I - I$ dataset is the most heavily overlapped dataset, followed by the $I - 4I$ dataset and the $I - \Lambda$ dataset. Each artificial dataset includes 2000 training samples, with 1000 samples in each class. In the classification stage, this study generates another 2000 test samples, with 1000 samples in each class.

Figure 4 illustrates the performance of all four methods in the $I - \Lambda$ dataset with different $k$ values. Because the distributions are separable, all methods achieve high accuracy rate. In this case, it shows that the proposed method is the best performing method, with stable performance and nearly 100% accuracy rate. $k$NN method obtains better accuracy than $k$NN because it reduces the effect of noisy patterns. Notice that LPC performance is sensitive to the value of $k$. In particular, it obtains lower accuracy rate when $k < 4$. The phenomena implies that the assumption $\nabla p_j = ad/R_j$ is inappropriate, where the term $R_j$ is the maximal distance of $\chi_k^w(q)$. There is not a reciprocal relationship between the gradient vector and the maximal distance $R_j$. The term affects the estimate of the posterior probability when $k$ is smaller. When distance between the local probability center and a query pattern is smaller, the pseudogradient value will be larger. Then, letting the pseudo gradient value multiply the distance between the query sample and local center, the reminder term of Taylor polynomial approximation method will be very large. In the situation, the posterior probability of query sample would be incorrect. Hence, LPC presents lower accuracy rate when $k$ is smaller.

Figure 5 illustrates the performance of the four methods in the $I - 4I$ dataset with different $k$ values. The behavior of the LPC method in this case is similar to that in the $I - \Lambda$ dataset. The formulation of LPC is incorrect and it results in poor performance when $k$ is very small. Considering $k$NN and CAP methods, they obtain similar performance. They have the same behavior that when the value $k$ becomes larger, the accuracy rate is lower. In contrast, ILPC shows better performance when $k$ becomes larger. This is because the density function is different in the two classes. When $k$ is smaller, the one class has great advantage because its distribution is more centralized. In the situation, Parzen window method is difficult to precisely estimate the density function. When $k$ becomes larger, Parzen window can obtain the reliable information from all of the classes. Therefore, the proposed method yields better performance. There is a medium overlap between two classes in the $I - 4I$ dataset. The class voting-based methods easily obtain unreliable information when the distributions are overlapping. The weighting average mechanism can generally reduce the degree of overlap in the local region. Hence, the ILPC method achieves robust performance in the $I - 4I$ dataset.

Finally, Figure 6 shows the accuracy rate with different $k$ values on the $I - I$ dataset. The $I - I$ dataset is the most heavily overlapped dataset among the three synthetic datasets. $k$NN and CAP show poor performance because class label becomes unreliable in the overlapping region. As mentioned earlier, the basic idea behind the LPC method is to let the border samples have lesser influence. Thus, it yields better performance than CAP and $k$NN. However, the formulation which estimates the posterior probability is deficient. However, it can be observed that the proposed method provides excellent performance in the case. It implies that the proposed theorem provides a novel way to compute the inner product. As a result, in the heavily overlapped region, ILPC still can make correct prediction. As can be seen, among the four methods, only the proposed method achieves above 90% accuracy rate. Compared to $k$NN method, the
The proposed method increases around 20% accuracy rate when \( k = 1 \).

The performance comparisons of the synthetic data with different degrees of overlapping in terms of average accuracy rate and variance are listed in Table 2. Obviously, as the degree of overlapping increases, all methods have lower performance. The class voting-based method cannot obtain reliable information in the overlapping region; thus, \( k \)NN and CAP yields lower accuracy rate in most heavily overlapping dataset. Although LPC uses the powerful metric which is based on posterior probability, the incorrect formulation affects the performance and stability. Because ILPC uses correct formulation for classification, the performance is above 90% accuracy rate on three synthetic datasets. In addition, the proposed method has stable and robust performance regardless of the value of \( k \).

### 4.2. Simulated Datasets with Different Dimensions.

Although the literature has shown that LPC reports performance comparisons from \( d = 2 \) to 8, it does not give the results in higher-dimensional space. In order to show the effect of dimension, this subsection uses artificial dataset with different dimensions to measure the performance. The artificial datasets with different dimensions are described as follows.

- **Dataset 1(10D), 2(20D) and 3(30D)**

  \[
  \begin{align*}
  u_1 &= \mathbf{0}_p, \\
  u_2 &= [0.5]^T_p, \\
  \Sigma_1 &= \Sigma_2 = I_p,
  \end{align*}
  \]

  where \( p \in \{10, 20, 30\} \) denotes the size of features. Similar to the first experiment, this study generates 4000 samples; half of the samples are for learning and the other half of the samples are for classification. There are different degrees of overlap between two classes in the artificial datasets. Figure 7 shows the accuracy rate as a function of \( k \) on 10D dataset. From results, it seems that there is a high overlapping in 10D dataset because all methods obtain lower accuracy rate. The proposed method yields the best performance, followed by LPC, \( k \)NN, and CAP. The obtained results in 10D dataset are similar to those in the \( I - I \) dataset. It is noticed that \( k \)NN is superior to CAP in 10D dataset. \( k \)NN classifies a query sample by a majority vote of its \( k \) nearest neighbors. However, the classification rule of CAP is in terms of the distance between the query pattern and the local centers. It could be inferred that class voting-based method can obtain more reliable information than distance-based method. In the heavily overlapped region, it is difficult to determine the class label of query samples based on Euclidean distance. Thus, CAP yields the worst performance among four methods.

The performance of four methods on 20D dataset is shown in Figure 8. All methods achieved better performance here than on 10D dataset because there are more features for usage. Compared to 10D dataset, there is a medium overlap in 20D dataset. Thus, CAP and \( k \)NN achieve similar performance in this case. LPC is the worst method in the case. The evidence points out that the assumption \( \nabla p_j = ad/R_j \) has a negative effect on the performance. In some sense, there is not a linear relationship between the dimension \( d \) and the gradient vector. When the dimension is larger, the outcome of the term will be very large. Then the reminder term would be very large, too. The outcome affects the posterior probability of a query sample. According to the proposed formulation, multidimensional Parzen window is used to estimate the gradient vector. It is a logical choice in high dimensional space. Furthermore, the proposed method uses Euler-Richardson method to reinforce the accuracy in the high-dimensional space. It can be observed that the proposed method outperforms other methods above 10% accuracy rate when \( k \) is small. The results may imply that the proposed method can obtain good performance in high dimensional space.
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Table 3: The performance comparisons on the synthetic datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sample number</th>
<th>Feature number</th>
<th>Class number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>Iono</td>
<td>315</td>
<td>34</td>
<td>2</td>
</tr>
<tr>
<td>Sonar</td>
<td>208</td>
<td>60</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4: The characteristics of real datasets used in the experiments.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sample number</th>
<th>Feature number</th>
<th>Class number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>Iono</td>
<td>315</td>
<td>34</td>
<td>2</td>
</tr>
<tr>
<td>Sonar</td>
<td>208</td>
<td>60</td>
<td>2</td>
</tr>
</tbody>
</table>

Finally, we consider the highest dimensional dataset, 30D dataset. Figure 9 shows the performance of four methods as a function of $k$. The figure displays that $k$NN and CAP have similar performance in the dataset and LPC is still the worst performing method. ILPC method is superior to the other three approaches because its performance achieves above 90% accuracy rate only. Besides, it is apparent that the proposed method outperforms $k$NN method above 20% accuracy rate when the value of $k$ is 1. The result indicates that the Euler-Richardson method is beneficial for handling high-dimensional dataset. The proposed method improves considerable accuracy rate to $k$NN.

Table 3 summaries the performance of four methods on synthetic datasets with different dimensions. All methods achieve better performance when the dimension becomes larger. It can be observed that LPC is the worst method among the three approaches; the average accuracy rate is lower than 80% in all three synthetic datasets. LPC adopts the incorrect assumption; therefore, it achieves poor performance in the second experiment. LPC only outperforms the $k$NN and CAP methods in the 10D dataset, the heavily overlapped dataset. It seems that the LPC method solves the overlapping problem, but it does not adopt an incorrect formulation related to dimension. As a result, LPC method achieves poor performance in higher-dimensional datasets. The proposed method offers considerable improvement in 20D and 30D datasets. It suggests that Euler-Richardson method and multidimensional Parzen window have advantages for high dimensional datasets.

4.3. Real Dataset. The final experiment uses several real datasets from the UCI machine learning repository [28]. Table 4 lists the characteristics of the real datasets used in the experiment in terms of the size of datasets, the number of features, and the number of classes. All features are normalized to zero mean and unit variance. These four real datasets have only numerical features and no missing values. Although the number of four real datasets is small, Iono and Sonar datasets have higher dimension. To get impartial results, the study utilizes leave-one-out cross validation to measure performance.

The first dataset is the well-known Iris dataset. The performance with varying parameter $k$ is shown in Figure 10. The Iris dataset is the smallest dataset of the four real datasets, with only 150 instances and four features. All methods show similar performance when $k < 20$. The performance of $k$NN and CAP is decreasing when $k > 20$. These results indicate that distance-based methods are sensitive to the value of $k$. In other words, the value of $k$ is related to data distributions. The proposed method has stable performance with a wide range of $k$ for usage. It seems that the posterior probability is a good measure for classification problem. LPC gets similar performance to LPC; however, it shows poor performance when $k$ is very small. The detailed results are not shown in Figure 9; we list them as follows: 40.7% and 84.7% accuracy rate when $k = 1$ and 2 respectively. As mentioned earlier, the term $R_i$ is inappropriate because the Euclidean distance is unreliable to the overlapping issue. It makes the term $\nabla p_i \parallel q_j - q \parallel$ become incorrect, and LPC obtains unfavorable and incorrect results.

Figure 11 reports the classification accuracy of the four methods with varying parameter $k$ for the Wine dataset. LPC method yields poor performance with an accuracy rate of 63.5% at $k = 1$. Besides, the performance of LPC is unstable.
Figure 10: The comparison of classification accuracy with varying parameter $k$ of four methods on the Iris dataset.

Figure 11: The comparison of classification accuracy with varying parameter $k$ of four methods on the Wine dataset.

Table 5: The performance comparisons on real datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$k$NN Acc.</th>
<th>$k$NN $\sigma$</th>
<th>CAP Acc.</th>
<th>CAP $\sigma$</th>
<th>LPC Acc.</th>
<th>LPC $\sigma$</th>
<th>ILPC Acc.</th>
<th>ILPC $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>94.65</td>
<td>1.803</td>
<td>94.51</td>
<td>1.893</td>
<td>94.09</td>
<td>8.872</td>
<td>95.66</td>
<td>0.553</td>
</tr>
<tr>
<td>Wine</td>
<td>96.77</td>
<td>0.878</td>
<td>97.68</td>
<td>0.766</td>
<td>96.99</td>
<td>6.518</td>
<td>98.32</td>
<td>1.050</td>
</tr>
<tr>
<td>Iono</td>
<td>82.85</td>
<td>2.724</td>
<td>89.70</td>
<td>0.965</td>
<td>82.64</td>
<td>2.091</td>
<td>92.86</td>
<td>0.412</td>
</tr>
<tr>
<td>Sonar</td>
<td>74.63</td>
<td>5.161</td>
<td>85.21</td>
<td>2.134</td>
<td>82.39</td>
<td>5.411</td>
<td>88.22</td>
<td>0.480</td>
</tr>
</tbody>
</table>

The bold font means the result of the proposed method.

When $k < 11$. The CAP method presents good performance in this dataset. The idea of LPC is to give different weights to the categorical $k$ nearest neighbors. Therefore, it should obtain better performance than CAP. However, the results show that the LPC method does not achieve better performance than CAP with varying parameter $k$. The results provide compelling evidence that there are some problems in weighting mechanism. However, the proposed method obtains better performance with a wide range $k$ for usage. It could be indicated that the modified weighting formulation is more correct. All methods show a tendency of having accuracy rate when $k$ becomes smaller. It means that there are sparse regions in Wine dataset. Therefore, it is difficult to obtain enough information from limited information in all methods.

The following experiments consider higher-dimensional datasets, Iono and Sonar. Figure 12 illustrates the accuracy rate as a function of $k$ in Iono dataset. There is a high overlap between two classes, and noisy patterns are significant in Iono dataset. The proposed method shows excellent performance in this dataset. It suggests that the weighting average technique reduces the effect of noisy patterns and decreases the degree of overlap. Euler-Richardson method improves precision in a high-dimensional dataset. Thus, ILPC obtains better performance than CAP regardless of the value of $k$. CAP method only reduces the effect of noisy patterns. Therefore, CAP is the second best method. The LPC algorithm is the worst method among the four methods because it adopts an inappropriate formulation related to dimension. The results are consistent with those found in the second experiment with different dimensions. Compared to other real datasets, $k$NN method does not perform well in the Iono dataset. $k$NN suffers from the overlap problem and there are no strategies for dealing with noisy samples. In the situation, it is difficult to classify a query pattern correctly.

The Sonar is the highest-dimensional dataset of four real datasets. There is a medium overlap in Sonar dataset, but the noisy patterns are not significant. The performance of the four methods in the Sonar dataset with varying parameter $k$ is depicted in Figure 13. It shows that ILPC has robust performance even the dimension is high. Only the proposed method achieves nearly 90% accuracy rate. The LPC method still reports poor performance when $k$ is very small. The incorrect weighting formulation has a negative effect which prevents it from having higher accuracy rate than CAP method. Apparently, $k$NN shows the worst performance of all methods due to dimensionality curse [29, 30]. The dimension of the Sonar dataset is 60, but it includes only 208 samples. When the dimension is high, there is a high degree of correlation among features. In addition, Sonar has spare regions because there are 208 samples in a high-dimensional space. In this situation, $k$NN easily obtain unreliable information by counting the major vote of $k$ nearest neighbors.

The performance comparisons of each method on real datasets are listed in Table 5. It shows that all methods achieve above 90% accuracy rate in the smaller datasets, Wine and
Iris. Considering Iono and Sonar dataset, ILPC obtains 92% and 88% accurate rate, respectively. It can be observed that ILPC improves above 10% accuracy rate compared to \( k \text{NN} \) method. The results are consistent with that found in the second experiment: the proposed method improves more in high-dimensional dataset. Besides, the proposed theorem plays an important role in our algorithm; multidimensional Parzen window and Euler-Richardson seem to provide a sufficient way to estimate the posterior probability of a sample in high dimensional datasets.

\( k \text{NN} \) method reveals its drawback in Sonar dataset. Only its performance is lower than 80% accuracy rate. However, ILPC method increases around 14% accuracy rate in Sonar dataset. ILPC has good performance in Iono and Sonar datasets. It seems that the weighting mechanism not only decreases the degree of overlap but also minimizes the effect of noisy pattern. On the whole, the proposed method yields above 92% accuracy rate in real datasets except Sonar dataset. It could be inferred that ILPC has robust performance in high-dimensional space.

4.4. Discussions. Numerous prior works have been focused on distance selection in \( k \text{NN} \) method. To our knowledge, limited work was done for overlapping issue. Although LPC method demonstrates improved performance when class distributions are overlapping, it suffers from many disadvantages. The most serious problem is it uses the product of two values to represent the inner product of two vectors. The incorrect assumption makes it perform poorly when \( k \) is smaller or in high-dimensional datasets. In this paper, the proposed theorem makes it faithfully calculate the inner product of two vectors. To reinforce its performance in high-dimensional space; multidimensional Parzen window and Euler-Richardson method are utilized for the proposed method.

To verify the performance of the proposed method, both artificial datasets and real datasets are used in our experiments. Since LPC has been proposed to overcome the overlapping problem, the first experiment uses artificial datasets with different degrees of overlapping to show performance. From the results, it can be observed that LPC reports worse performance when \( k \) is smaller. This is because there are no reciprocal relationships between the gradient vector and the maximal radius \( R_j \). Using insufficient assumption may lead to unsatisfying results. In general, ILPC is the best performing method, followed by LPC, CAP, and \( k \text{NN} \) in the first experiment. When the degree of overlapping increases, all methods have lower performance. It is noticed that CAP has worse performance than \( k \text{NN} \) in the \( I - I \) dataset. It implies that distance-based method suffers from the overlapping problem. Choosing a proper metric will make a better prediction, such as the posterior probability.

We also notice that dimensionality is a hard issue for classification. In the second experiment, we use three artificial datasets with different dimensions to measure performance. It can be observed that all methods achieve better performance when the dimension becomes larger. Compared to \( k \text{NN} \), ILPC has considerable improvement when \( k \) is smaller. It suggests that it is hard to determine the nearest neighbor in the high-dimensional dataset. Thus, \( k \text{NN} \) performs poorly in high-dimensional dataset. LPC obtains the worst performance in the second experiment because it adopts an incorrect formulation related to dimension. ILPC shows robust performance in high-dimensional dataset. The results gained benefits from multidimensional Parzen window and Euler-Richardson method.

The final experiment uses several real datasets to measure performance. The results of the real datasets are consistent with those found in previous experiments. LPC performs poorly when \( k \) is smaller or in high-dimensional datasets. In the experiment, we found that weighting mechanism not only decreases the degree of overlap but also minimizes the effect of noisy pattern. Thus, the proposed method achieves good performance in Iono and Sonar datasets.

We have reported that the proposed method has excellent and robust performance through experiments. In addition, the proposed theorem by mathematical derivation is shown in the paper. The theoretic property provides a novel way to calculate the inner product of two vectors. Then we have developed a numerical model to estimate the posterior probability. The experimental result is in agreement with the fundamental theorem. The proposed theorem can also be applied to applications such as pattern recognition and numerical problem.

In this paper, we have proposed a new classifier based on local probability centers. The proposed ILPC has only one parameter: the width of Gaussian kernel \( h \). The best values of \( h \) are selected through experiment. Selecting the best value of \( k \) is another problem for \( k \text{NN} \) method. However, the proposed method shows stable performance with a wide range of \( k \) for usage. This is because the posterior probabilities of samples are based on statistical principle. Using nearer samples would make a good precise prediction to query pattern. As a result, it is a robust metric for classification even the class distributions are overlapping. According to previous discussions, we conclude that ILPC is a promising classifier which has advantages in the following.

1. Simplicity: ILPC is simple and is based on \( k \) nearest neighbor classifier. It is easy to obtain good performance because ILPC has only one parameter.
(2) Robustness for overlapping issue: ILPC shows good performance in the artificial datasets with different degrees of overlapping.

(3) Stable performance: ILPC yields good performance with a wide range of $k$ for usage.

(4) Robustness for dimensionality: ILPC shows good performance in the high-dimensional datasets.

Time complexity in classifiers is an important consideration. The computational costs of the $k$NN and CAP methods are both $kN$. The time complexity of the LPC method is $k_0N^2$ in the preprocessing step and $kN + kN_v$ in the classification stage. The term $p(w_j \mid \Omega_j + q)/p((\Omega_j + q) | w_j)$ wastes classification time and can be simplified as $p(w_j \mid \Omega_j + q)/p(\Omega_j + q | w_j)$. Hence, ILPC method requires the same computational cost as LPC method. The classification time for $k$NN method is inefficient for application in large datasets because it must compare all training samples. Many papers have addressed prototype generation [13–17] or prototype selection methods [18–21] to obtain fewer samples and decrease classification time. Future works should choose an appropriate algorithm to reduce the classification time for ILPC.

5. Conclusions

In this paper, we have developed a new nearest neighbor algorithm called ILPC which is based on local probability centers. The original local probability centers method utilizes incorrect formulations which makes it achieve poor performance when $k$ is very small and in high-dimensional datasets. We found that the major problem of LPC is it uses the product of two values to represent the inner product of two vectors. To deal with this problem, the paper shows that the gradient of the posterior probability function can be estimated in sufficient assumptions. The proposed theorem provides a correct model. In addition, multidimensional Parzen window and Euler-Richardson method are used to improve the accuracy rate in high dimensional space. Thus, the proposed method has offered a powerful model based on fundamental theorems. Experimental results show that the proposed method is superior to other methods. The proposed method achieves stable performance with a wide range of $k$ for usage, robust performance to overlapping issue, and good performance to dimensionality. The theoretic property can be applied for numerical problem and other applications. The proposed algorithm has only one parameter and it is a promising classifier. Future work should select an appropriate algorithm to reduce the classification time for ILPC.
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