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1. Introduction

Piezoelectric actuators (PEAs) have been widely used in a variety of applications because of the advantages of its high positioning resolution, large actuating force, fast response, and lack of backlash and friction [1], for example, scanning tunneling microscopy [2, 3], adaptive optics [4], nanofabrication, and data storage [1, 5, 6]. Nevertheless, the main problems of the PEAs come from the nonlinearities attributed to hysteresis and creep when the PEAs are driven by a voltage amplifier. These nonlinearities prevent PEAs from providing the desired high-precision motion resolution and accuracy and can even lead to system instability [4, 7]. Creep can be seen as a slow drift in the PEAs displacement after responding to a sudden change in the input voltage. This causes a loss of precision when positioning is required over extended periods of time; especially, when the PEAs are applied in slow or static applications, their performances are more prominent. However, feedback techniques can be used to mitigate the creep effect.

Hysteresis is a nonlinear relationship between the applied voltage and the output displacement with nonsmooth and nonmemoryless nature as well as multivaluedness and induces an open-loop positioning error as high as 10%–15% of the PEAs travel range. Figure 1 shows an simulation observed hysteresis of the PEA model used in this research. It can be minimized by operating the PEA in a low frequency range by keeping the amplitude of the applied voltage as small as possible, for example, less than 10% of the maximal range of motion [8]. However, this restricts the usefulness of the PEAs. Alternatively, hysteresis can be significantly suppressed by operating the PEAs using a charge amplifier [1, 9–11]. Nonetheless, the charge amplifier has not been widely adopted because of its complex implementation and high cost [12]. Thus, the development of advanced controllers in order to suppress the effect of hysteresis in PEAs has drawn more attention.

Various control strategies have been developed and proposed in the literature to reduce the effect of hysteresis, of which two types of control approaches are most commonly...
used in the control of PEAs. The first is the inverse-based
feedforward compensation control, with the other one being
some types of feedback control. In feedforward control,
hysteresis is compensated using an inverse of the hysteresis
model, which is commonly modeled by the Preisach model
[13, 14], Prandl-Ishlinskii model [15, 16], Maxwell resistive
capacitor (MRC) model [17, 18], and Bouc-Wen model [19].
However, the parameters may change with temperature and
it is difficult to be obtained precisely. Considering that the
modeling error, as well as the disturbance of the system,
will cause the positioning and tracking to lose precision, a
feedforward is often combined with feedback control [20, 21].
Additionally, taking into account that modeling the hysteresis
is a complicated procedure, feedback control techniques
without consideration of hysteresis have been exploited,
such as PID (proportional-integral-derivative) control [22],
robust control [23–26], and repetitive control [27]. Since the
nonlinearity and uncertainty of the system due to hysteresis
can be treated as disturbances to be suppressed, sliding mode
control (SMC) has been employed due to its effectiveness and
ability to deal with model imperfection and uncertainties for
nonlinear systems [28–30].

SMC is a nonlinear control approach that drives the
system's state trajectory onto a specified sliding surface and
maintains the trajectory on this surface for the subsequent
time. However, because of the discontinuous control part in
the original SMC, it may induce poor tracking performance
and create undesirable oscillations in the control signal
and even may excite high-frequency dynamics neglected in the
course of modeling. Additionally, the original SMC,
as well as the design of the boundary layer technique of
SMC (SMCBL), requires the prior knowledge of bounds on
system uncertainties and disturbances. However, these
bounds are rarely available. To overcome these drawbacks,
the adaptive PI-based control strategy is proposed instead
of the discontinuous control term for the SMC in this
paper as an enhanced version of the original one. There
has been a few papers using PID algorithm to replace the
discontinuous term of the sliding mode control [31, 32]. The
advantage of this strategy is dramatically suppressing the
chattering which is not expected in practice. In [33], there
exists a modified PID-based sliding mode control method.
It uses adaptive laws to regulate the PID parameters online
which does not need to know the knowledge of bounds on
system uncertainties. In this paper, it only requires the online
tuning PI parameters as an adaptive PI-based sliding mode
control method. The adaptive integral component offers a fast
convergence of the sliding surface and a smooth control of
the PEA resulting in zero steady-state error. Here the PEA
is considered as a second-order system which is hysteresis
model based. A linear second-order system is employed as an
estimated model to compensate for the process nonlinearity
and estimate the control gain. The stability of the proposed
controller is proved by using Lyapunov analysis and the
positioning and tracking performance of the resulting control
system is compared to that of the original SMCBL through
simulations on a PEA model.

This paper is organized as follows. In Section 2, the
problem background is presented. In Section 3 the adaptive
PI-based SMC is designed. Simulations demonstration of the
proposed controller and comparison with the conventional
SMCBL is shown in Section 4. Section 5 concludes this paper.

2. Problem Background

A class of single input nonlinear systems with dynamic
processes can be defined as

$$x^{(n)} = f(X, t) + b(X, t)u(t),$$

where $X = [x, \dot{x}, \ldots, x^{(n-1)}]^T$ is the state vector, $x(t)$ is the
output state, and $u(t)$ is the control input. The superscript $n$
on $x(t)$ signifies the order of differentiation [33].

---

**Figure 1:** (a) A 1-Hz input displacement signal applied to the PEA model. (b) Hysteresis loop obtained by simulation.
Consider the PEA as a second-order system:

\[ \ddot{x}(t) = f(X, t) + b(X, t)u(t), \quad (2) \]

where \( f(X, t) \) and \( b(X, t) \) are in general nonlinear and possibly time-varying and are estimated as \( \hat{f}(X, t) \) and \( \hat{b}(X, t) \), respectively. The estimation uncertainty \( \Delta f(X, t) \) on \( f(X, t) \) is assumed to be bounded by a function \( F(X, t) \), such that

\[ \|\Delta f(X, t)\| = \|f(X, t) - \hat{f}(X, t)\| \leq F(X, t). \quad (3) \]

The control gain \( b(X, t) \) is unknown but of known bounds (the control gain could possibly be nonlinear time-varying or state-dependent) [34]:

\[ 0 < b_{\min}(X, t) \leq b(X, t) \leq b_{\max}(X, t). \quad (4) \]

Since the control input enters multiplicatively in the dynamics, it is natural to choose the estimation \( \hat{b}(X, t) \) of gain \( b \) as the geometric mean of the above bounds:

\[ \hat{b}(X, t) = \sqrt{b_{\min}(X, t)b_{\max}(X, t)}. \quad (5) \]

The bounds of (4) can then be written in the form

\[ \beta(X, t)^{-1} \leq \frac{\hat{b}(X, t)}{b(X, t)} \leq \beta(X, t), \quad (6) \]

where

\[ \beta(X, t) = \frac{b_{\max}(X, t)}{b_{\min}(X, t)}. \quad (7) \]

Since the control law will be designed to be robust to the bounded multiplicative uncertainty equation (6), \( \beta \) can be called the gain margin of the design. Note that \( \beta \) may be time-varying or state-dependent and that it also has

\[ \beta(X, t)^{-1} \leq \frac{b(X, t)}{\hat{b}(X, t)} \leq \beta(X, t). \quad (8) \]

### 3. Controller Design

#### 3.1. Sliding Mode Controller Design

To design a sliding mode controller (SMC), an error coordinate is defined as

\[ e(t) = x(t) - x_d(t), \quad (9) \]

where \( x_d(t) \) represents the desired position trajectory, and for the tracking task to be achievable using a finite control \( u(t) \), the initial desired position \( x_d(0) \) must be such that

\[ x(0) = x_d(0). \quad (10) \]

In a second-order system, for example, position or velocity cannot "jump", so that any desired trajectory feasible from time \( t = 0 \) necessarily starts with the same position and velocity as those of the plant. Otherwise, tracking can only be achieved after a transient [34].

Furthermore, define a time-varying sliding surface \( s(t) \), where

\[ s(t) = \left( \frac{d}{dt} + \lambda \right)^{n-1} e(t) \quad (11) \]

and \( \lambda \) is a strictly positive constant. Here \( n = 2 \), so

\[ s(t) = \dot{e}(t) + \lambda e(t). \quad (12) \]

Given the initial condition of (10), the problem of tracking \( x(t) = x_d(t) \) is equivalent to that of remaining on the surface \( s(t) \) for all \( t > 0 \). Thus, making the sliding surface \( s(t) \equiv 0 \) represents a linear differential equation whose unique solution is \( e(t) = 0 \) and \( \dot{e}(t) = 0 \).

**Theorem 1.** For a single-input second-order nonlinear system given by (1), with the sliding surface defined by (12), both the system stability and tracking convergence are guaranteed if the control law is given by

\[ u(t) = \hat{b}(X, t)^{-1} \left[ \hat{u}(t) - k(X, t) \text{sgn}(s(t)) \right], \quad (13) \]

where \( \text{sgn}(\cdot) \) represents the signum function and

\[ \hat{u}(t) = -\hat{f}(X, t) + \ddot{x}_d(t) - \lambda \dot{e}(t), \quad (14) \]

\[ k(X, t) = F(X, t) + \eta, \]

where \( \eta \) is a positive switching gain and \( k(X, t) \) satisfies

\[ k(X, t) \geq \beta(X, t)(F(X, t) + \eta) + (\beta(X, t) - 1) |\hat{u}(t)|. \quad (15) \]

**Proof.** To have a concise manner of representation, in the rest of this paper the state vector \( X \) and the time variable \( t \) will be omitted. Considering the positive definite Lyapunov function,

\[ V = \frac{1}{2} \dot{s}^2. \quad (16) \]

So its time derivative can be obtained as

\[ \dot{V} = s\ddot{s}. \quad (17) \]

By taking the time derivative of both sides of (12), the term \( \ddot{s} \) can be generated

\[ \ddot{s} = \lambda \dot{e} + \ddot{e} \]

\[ = \lambda \dot{e} + \ddot{x}_d \]

\[ = \lambda \dot{e} - \ddot{x}_d + f + \hat{b}\hat{b}^{-1} \left[ \hat{u} - k \text{sgn}(s) \right] \]

\[ = \left( f - \hat{b}\hat{b}^{-1} f \right) + \left( 1 - \hat{b}\hat{b}^{-1} \right) (\lambda \dot{e} - \ddot{x}_d) \]

\[ - \hat{b}\hat{b}^{-1} k \text{sgn}(s). \quad (18) \]

If the gain \( k \) is designed to meet the condition

\[ k \geq \beta(F + \eta) + (\beta - 1) |\hat{u}| \]

\[ \geq \hat{b}\hat{b}^{-1} F + \eta \hat{b}\hat{b}^{-1} + \left[ \hat{b}\hat{b}^{-1} - 1 \right] |\hat{f} - \ddot{x}_d + \lambda \dot{e}| \]

\[ \geq \left[ \hat{b}\hat{b}^{-1} f - \hat{f} + \left( \hat{b}\hat{b}^{-1} - 1 \right) (-\ddot{x}_d + \lambda \dot{e}) \right] + \eta \hat{b}\hat{b}^{-1}, \quad (19) \]
then, considering (18) and (19), one can derive that
\[
\dot{V} = s \dot{s} \\
= s \left[ (f - b\overset{-1}{\hat{b}}f) + (1 - b\overset{-1}{\hat{b}}) (\lambda e - \overset{\cdot}{x}_d) \right] - b\overset{-1}{\hat{b}}k|s| \\
\leq s \left[ (f - b\overset{-1}{\hat{b}}f) + (1 - b\overset{-1}{\hat{b}}) (\lambda e - \overset{\cdot}{x}_d) \right] \\
- [b\overset{-1}{\hat{b}} [b\overset{-1}{\hat{b}}f - f + (b\overset{-1}{\hat{b}} - 1) (-\overset{\cdot}{x}_d + \lambda e)] s - \eta |s| \\
\leq s \left[ (f - b\overset{-1}{\hat{b}}f) + (1 - b\overset{-1}{\hat{b}}) (\lambda e - \overset{\cdot}{x}_d) \right] \\
- [\left( f - b\overset{-1}{\hat{b}}f \right) + (1 - b\overset{-1}{\hat{b}}) (\lambda e - \overset{\cdot}{x}_d)] s - \eta |s| \\
= -\eta |s| .
\] (20)

This shows that the controller satisfies the sliding condition and the sliding surface will be reached in a finite time [34]. Thus, the sliding variable \( s \to 0 \) as \( t \to \infty \). According to the definition of (12), if \( s \to 0 \), then \( e \to 0 \) and \( \dot{e} \to 0 \); hence \( x \to x_d \) and \( \overset{\cdot}{x} \to \overset{\cdot}{x}_d \) as \( t \to \infty \). Therefore, the control law ensures both the stability of the system and the convergence of the motion tracking.

Control laws which satisfy the sliding condition of (20) lead to good tracking in the presence of the model uncertainty and system disturbances but are discontinuous across the sliding surface \( s(t) \). Due to the discontinuity, chattering may occur in the control input. Generally, chattering is highly undesirable, since it involves extremely high control activity, and may excite high-frequency dynamics neglected in the course of modeling.

In general, chattering must be eliminated for the controller to perform properly. To alleviate the chattering phenomenon, the boundary layer technique (SMCBL) is adopted by replacing the signum function in (13) with the saturation function
\[
\text{sat} \left( \frac{s}{\Phi} \right) = \begin{cases} 
\frac{s}{\Phi}, & \text{if } \left| \frac{s}{\Phi} \right| < 1, \\
\text{sgn} \left( \frac{s}{\Phi} \right), & \text{if } \left| \frac{s}{\Phi} \right| \geq 1,
\end{cases}
\] (21)

where the positive constant \( \Phi \) represents the boundary layer thickness, which ensures that \( s \) is always bounded by \( \Phi \). In the selection of the parameter \( \Phi \), a tradeoff between the chattering and tracking error will occur.

The controller with saturation function does reduce the degree of chattering in the control input; however, the chattering effect will still exist, as shown later in Section 4. At the same time, the attractive SMC feature of insensitivity to uncertainties and disturbances is lost in SMCBL because of the control forcing the states into the region bounded with the bounding layers instead of onto the sliding surface. As well as the original SMC, the design of SMCBL also requires prior knowledge of the bounds of uncertainties and disturbance. However, these bounds are rarely available in practice.

3.2. Adaptive PI-Based Sliding Mode Controller Design. It is proposed to overcome the problems associated with SMC and SMCBL by introducing a sliding mode controller based on an adaptive PI design (APISM). The original SMC structure is retained in the proposed controller, except that the discontinuous switching control input is replaced with a continuous input determined by an adaptive PI algorithm. The PI controller in the APISM considers the sliding surface function \( s \) as the input and the resulting overall control law of the proposed controller is
\[
u = b(\bar{u} - u_{PI}),
\] (22)
where \( \bar{u}(t) \) is the same as that defined earlier in (13) and
\[
u_{PI} = k_p s + k_i \int s,
\] (23)
where \( k_p \) and \( k_i \) are the PI proportional gain and integral gain, respectively.

Assumption 2. For a given proportional gain \( k_p \), there exists an integral gain \( k_i^* \) so that the stability of the control system is satisfied; that is, with \( u_{PI} = k_p s + k_i^* \int s \), the condition \( \dot{s}s \leq -\eta |s| \) holds.

Define the PI integral parameter error as
\[
k_i - k_i^*.
\] (24)

Theorem 3. For a single-input second-order nonlinear system given by (1), with the sliding surface defined by (12), both the system stability and tracking convergence are guaranteed if the control law is given by (22) and the variable integral error \( k_i^* \) is estimated online according to the adaptive rule:
\[
\dot{k}_i = \alpha \int \dot{s},
\] (25)
where \( \alpha \) is a positive constant.

Proof. Considering the positive definite Lyapunov function,
\[
V = \frac{1}{2} \left( s^2 + \frac{1}{\sigma^2} k_i^2 \right).
\] (26)

So its time derivative can be obtained as
\[
\dot{V} = s\dot{s} + \frac{1}{\sigma} \dot{k}_i k_i.
\] (27)

By modifying the control input \( u \) in (23), the term \( \dot{s} \) can be generated:
\[
\dot{s} = \lambda \dot{e} + \overset{\cdot}{\overset{\cdot}{e}} \\
= \lambda \dot{e} + \overset{\cdot}{x} - \overset{\cdot}{x}_d \\
= \lambda \dot{e} - \overset{\cdot}{x}_d + f + b\overset{-1}{\hat{b}} [\bar{u} - u_{PI}] \\
= (f - b\overset{-1}{\hat{b}}) + (1 - b\overset{-1}{\hat{b}}) (\lambda \dot{e} - \overset{\cdot}{x}_d) \\
- b\overset{-1}{\hat{b}} \left( k_p s + k_i \int s \right).
\] (28)
Then substituting (28), (24), and (25) into (27), one can derive that
\[
\dot{V} = s \left[ \left( f - b \tilde{b}^{-1} \tilde{f} \right) + \left( 1 - b \tilde{b}^{-1} \right) \left( \lambda \dot{e} - \dot{x}_d \right) \right] \\
- b \tilde{b}^{-1} \left( k_p s + k_i \int s \right) + \frac{1}{\sigma} k \tilde{x} \\
= s \left[ \left( f - b \tilde{b}^{-1} \tilde{f} \right) + \left( 1 - b \tilde{b}^{-1} \right) \left( \lambda \dot{e} - \dot{x}_d \right) \right] \\
- b \tilde{b}^{-1} \left( k_p s + k_i \int s \right) + \frac{1}{\sigma} k \tilde{x},
\]
(29)
where \( \delta = \sigma b \tilde{b}^{-1} \).

This shows that the controller satisfies the sliding condition and the sliding surface will be reached in a finite time. Thus, the sliding variable \( s \to 0 \) as \( t \to \infty \). According to the definition of (12), if \( s \to 0 \), then \( e \to 0 \) and \( \dot{e} \to 0 \); hence \( x \to x_d \) and \( \dot{x} \to \dot{x}_d \) as \( t \to \infty \). Additionally, the integral gain of PI can be automatically tuned to satisfy both the reachability and stability conditions. Therefore, the control law ensures both the stability of the system and the convergence of the motion tracking.

The PI control proportional term drives the variable \( s \) to a neighborhood around zero, and the integral action forces the convergence to zero. The integral term plays an important role in ensuring that the states move onto the sliding surface. It also provides a smooth control signal and better performance in implementation, yielding less chattering and faster convergence.

4. Simulation Results

In this section, the modified APISMC is validated and compared with the original SMC through simulations.

4.1. PEA Model. For the purpose of simulation, a Bouc-Wen model for hysteresis is employed in this work. In view of the fact that the smaller the system uncertainty, the better the motion tracking performance, the hysteresis is modeled in this research even though a sliding mode-based controller can be designed without modeling the hysteresis. The Bouc-Wen model has already been verified that it is suitable to describe the hysteresis loop of PEAs [35]. Considering the piezoelectric actuator as a second-order system with nonlinear hysteresis, which can be written as
\[
\dot{x} + 2 \xi \omega_n \dot{x} + \omega_n^2 x = \omega_n^2 (Ku - h),
\]
(30)
\[
h = ad\dot{u} - \beta [\dot{u}] \dot{h} |\dot{h}|^{n-1} - \gamma \dot{u} |\dot{h}|^{n},
\]
(31)
where \( \xi, \omega_n, K, \) and \( h \) are the damping ratio, the natural frequency, the gain of the second-order system, and the nonlinear hysteresis, respectively; \( d \) is the piezoelectric coefficient, \( u \) denotes the input voltage, and \( h \) indicates the hysteretic loop in terms of displacement whose magnitude and shape are determined by parameters \( \alpha, \beta, \) and \( \gamma \) and the order \( n \), where the order \( n \) governs the smoothness of the transition from elastic to plastic response. For the elastic structure and material, \( n = 1 \) is assigned in (31) as usual. These parameters used in this paper are calculated through simulations from [36, 37] and the values of these parameters are shown in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta )</td>
<td>1.2315 \times 10^4</td>
</tr>
<tr>
<td>( \xi )</td>
<td>1.2225 \times 10^5</td>
</tr>
<tr>
<td>( \omega_n )</td>
<td>1.7339 \times 10^6</td>
</tr>
<tr>
<td>( K )</td>
<td>0.3575</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.0364</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.0272</td>
</tr>
</tbody>
</table>

In this paper, \( \tilde{f} \) is considered as the process nonlinearity compensation term, \(-\dot{x}_d + \lambda \dot{e}\) is considered as the linear state feedback term, and \( k_p s + k_i \int s \) is considered to replace the discontinuous switching control term. Here using the linear second-order system [38] as the estimated model, which is
\[
\dot{x} + 2 \xi \omega_n \dot{x} + \omega_n^2 x = K \omega_n^2 u,
\]
(32)
\[
\tilde{f} = -2 \xi \omega_n \dot{x} - \omega_n^2 x,
\]
the estimation \( \tilde{b} \) of the control gain \( b \) can be obtained as
\[
\tilde{b} = k \omega_n^2.
\]
(33)

The proposed adaptive PI-based SMC controller consists of a linear estimation term \( \tilde{f} \) to compensate for the process nonlinearity, a linear feedback term \(-\dot{x}_d + \lambda \dot{e}\) to control the process with a specified performance, and a PI control term which allows the overall system to be more robust and to drive the process states onto the sliding surface.

4.2. Step Responses. First, the transient response capabilities of the controllers are examined. For comparison, the simulation responses to a step signal were performed by employing the traditional SMCBL and the proposed APISMC controller. The controller parameters are shown in Table 2, and the results for steps of different amplitudes are depicted in Figure 2 and tabulated in Table 3 for a clear comparison.
**Figure 2**: Simulation responses to step signals with amplitudes of (a) $1 \mu m$; (b) $2 \mu m$; (c) $3 \mu m$; and (d) $4 \mu m$.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMC</td>
<td>$\lambda$</td>
<td>10000</td>
</tr>
<tr>
<td></td>
<td>$k$</td>
<td>$3 \times 10^7$</td>
</tr>
<tr>
<td></td>
<td>$\Phi$</td>
<td>0.01</td>
</tr>
<tr>
<td>API-SMC</td>
<td>$k_p$</td>
<td>$2 \times 10^5$</td>
</tr>
<tr>
<td></td>
<td>$k_{i \text{initial}}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\lambda$</td>
<td>80000</td>
</tr>
<tr>
<td></td>
<td>$\delta$</td>
<td>0.01</td>
</tr>
</tbody>
</table>

It is observed from the steady-state results that the API-SMC controller provides a smooth control with less chattering and better convergence performance. Specifically, it can produce a faster response with a smaller settling time. It is also found that a faster response can be obtained using SMCBL as well; however, it is at the expense of chattering. As shown in Figure 2 and Table 3, it can be observed that although the proposed controller gives the transient response with some overshoot (there is no overshoot in SMC implementation), the response is over 3 times quicker than that of the conventional SMCBL.
Table 3: Control performance in step tracking.

<table>
<thead>
<tr>
<th>Performance (with different amplitudes)</th>
<th>SMC</th>
<th>APISM C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1% settling time (ms)</td>
<td>2.92</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>3.00</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>3.20</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>3.40</td>
<td>1.00</td>
</tr>
<tr>
<td>Overshoot</td>
<td>0%</td>
<td>13.09%</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>6.84%</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>3.85%</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>2.72%</td>
</tr>
</tbody>
</table>

4.3. Sinusoidal Trajectory. The performances for tracking a sinusoidal waveform of 4 μm peak-to-peak (p-p) amplitude using two controllers are compared in Figures 3 and 4 and described in Table 4. It can be seen from the trajectories and tracking errors that the APISM C can track the sinusoidal trajectory more precisely than the SMCBL. The SMCBL produces a maximum error of 0.0069 μm at 20 Hz and 0.0230 μm at 50 Hz. The proposed APISM C has an error of 5.5204 × 10⁻⁴ μm at 20 Hz and 0.0029 μm at 50 Hz.

4.4. Discussions on Control Performance. From the simulation results, it can be concluded that the APISM C is superior to the traditional SMCBL in both set-point control and
tracking control. In the step input simulations, the proposed controller enables a quicker response without much overshoot, and, in particular, it eliminates the chattering without a steady-state error. The APISMC is also more suitable for tracking control due to its smaller tracking error in the sinusoidal simulations.

### 5. Conclusions

In this paper, a new adaptive PI-based sliding mode controller is proposed for piezoelectric actuators. In order to get better motion tracking performance, the hysteresis model is considered in the PEA model for simulation. A linear second-order system is utilized as the estimated model to compensate for the process nonlinearity and estimate the control gain of the modified controller. The step response simulation results illustrate that the modified controller can speed up the transient response with some overshoot as compared to the original one. Additionally, it provides a smooth control and better performance in the control implementation yielding less chattering and faster convergence. The sinusoidal motion tracking simulations show that the proposed controller can improve the tracking performance with a smaller tracking error than that of the original SMCBL. Based on this control strategy, the design of the controller is simple to drive the PEAs. Robust stability of the proposed controller is guaranteed under the nonlinear uncertainties and model errors.
In the future, we are interested in extending our research to fault detection and fault tolerant control of systems using piezoelectric actuators basing on related results [39–44].
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### Table 4: Performance of the controllers with sinusoidal signal.

<table>
<thead>
<tr>
<th>Performance (with different frequencies)</th>
<th>RMSE ($\mu$m)</th>
<th>SMC Max.E ($\mu$m)</th>
<th>RMSE ($\mu$m)</th>
<th>APISM C Max.E ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 (HZ)</td>
<td>$9.7542 \times 10^{-7}$</td>
<td>$-0.0038$</td>
<td>$4.8415 \times 10^{-7}$</td>
<td>$9.7061 \times 10^{-7}$</td>
</tr>
<tr>
<td>10 (HZ)</td>
<td>$1.3951 \times 10^{-6}$</td>
<td>$0.0043$</td>
<td>$1.8005 \times 10^{-6}$</td>
<td>$1.9198 \times 10^{-4}$</td>
</tr>
<tr>
<td>20 (HZ)</td>
<td>$6.3364 \times 10^{-6}$</td>
<td>$0.0069$</td>
<td>$1.5046 \times 10^{-7}$</td>
<td>$5.5204 \times 10^{-4}$</td>
</tr>
<tr>
<td>50 (HZ)</td>
<td>$1.7269 \times 10^{-4}$</td>
<td>$0.0230$</td>
<td>$4.3371 \times 10^{-6}$</td>
<td>$0.0029$</td>
</tr>
<tr>
<td>100 (HZ)</td>
<td>$0.0021$</td>
<td>$0.0690$</td>
<td>$5.2509 \times 10^{-5}$</td>
<td>$0.0103$</td>
</tr>
</tbody>
</table>
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