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This paper presents an approach to create what we have called a Unified Sentiment Lexicon (USL). This approach aims at aligning,
unifying, and expanding the set of sentiment lexicons which are available on the web in order to increase their robustness of
coverage. One problem related to the task of the automatic unification of different scores of sentiment lexicons is that there are
multiple lexical entries for which the classification of positive, negative, or neutral {𝑃,𝑁, 𝑍} depends on the unit of measurement
used in the annotation methodology of the source sentiment lexicon. Our USL approach computes the unified strength of polarity
of each lexical entry based on the Pearson correlation coefficient which measures how correlated lexical entries are with a value
between 1 and −1, where 1 indicates that the lexical entries are perfectly correlated, 0 indicates no correlation, and −1 means they are
perfectly inversely correlated and so is the UnifiedMetrics procedure for CPU and GPU, respectively. Another problem is the high
processing time required for computing all the lexical entries in the unification task. Thus, the USL approach computes a subset of
lexical entries in each of the 1344GPU cores and uses parallel processing in order to unify 155802 lexical entries. The results of the
analysis conducted using the USL approach show that the USL has 95.430 lexical entries, out of which there are 35.201 considered to
be positive, 22.029 negative, and 38.200 neutral. Finally, the runtimewas 10minutes for 95.430 lexical entries; this allows a reduction
of the time computing for the UnifiedMetrics by 3 times.

1. Introduction

Written language has been the preferred medium of commu-
nication in order to express facts, assumptions, and opinions.
The web has facilitated the connection of speakers overcom-
ing the barriers imposed by location, language used, customs,
context, culture, and so forth through electronic devices.
Content producers are increasing their activity in blogs, web
pages, portals, social networks, e-mails, chats, and so forth.

Surprisingly, the speaker boundaries of nationality are no
longer distinguished, even using the Global Positioning Sys-
tem, due to the growth of a global migration and the merging
of languages by multilingual professional communities.

In many countries, multilingual features occur in many
families where parents have several mother tongues.They use

a common language at home as they live in a country where
another language is spoken. The children swap between an
average of four languages simultaneously excluding the extra
languages that they learn in school. For instance, according to
the United States Census in 2007 [1], the percentage of indi-
viduals around five years and older who speak only English
at home is 80.3% and who use a language other than English
at home is 19.7%, among them Spanish accounts for 62.3%
followed by Asian and Pacific Island languages with 15.0%.

On the other hand, the global economy is based on the
digital applications such as e-commerce and online entertain-
ment, social media including social enterprise, digital media
advertising, the Internet, and cloud computing. For that
reason, knowing the opinion of citizens becomes essential
because they are increasingly active in the content production
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which enterprises, researchers, government, and intelligence
services consider that can be monitored.

To analyse the web to discover sentiment is a daunting
task due to the difficulty of getting accurate results. Neverthe-
less, machine learning algorithms have obtained good results
classifying sentiment within specialized domains and using
controlled corpora.

Most existing studies have been conducted using cluster
or statistic analysis in order to classify sentences, paragraphs,
and documents. Furthermore, several rates and user profiles
have been used in the collaborative assessment of services.

In summary, a collective interest is to understand the
thought of a global society. In this context, structured linguis-
tic resources are vital and they should be supported by a group
of linguists working on a global level.

Lexicons are atomic linguistic resources necessary for
processing information automatically.The web and the infor-
mation explosion is making the available lexicons insufficient
because theweb is heterogeneous,multilingual, and dynamic.
Even though there are approximations for automatically cre-
ating sentiment lexicons, they definitely should be improved
in the areas of verification task and expert assessment.

Our research focuses on the four languages with the
greatest number of first-language speakers including Chinese
with 1,197million, Spanish with 406million, English with 335
million, and Portuguese with 202 million (based on Lewis,
et al. [2]). Each family contains 15,000,000, 350,000, 88,000,
and X words, respectively, according to the Cambridge,
RAE, Oxford, and Grande Dicionário Houaiss da Lı́ngua
Portuguesa dictionaries in 2013. Expecting to produce a 100%
robust sentiment lexicon in our research is a titanic task.
However, to automatically increase their robustness with
improved quality is possible.

Another important challenge is the representation of lex-
ically encoded knowledge and the researchers are suggesting
new ways to do this. Moreover, their structures are different
from each other,making it difficult to reuse, so their resources
become a problem of interoperability.

In addition, the same lexical entry can be found in
many sources having distinct assessments. In this case, the
unification task is key since one of our goals is to compare
the strength of polarity between sources of information and
their symbols in several languages. However, the problem of
unifying the strength of polarity is primarily a problem of
processing power due to the size of the sentiment lexicon,
which makes a hand-by-hand analysis simply not feasible.

If we want to know the correlation of a lexical entry to
the rest of the Unified Sentiment Lexicon, then the number
of possibilities is 9.08E + 009. So computing is a problem of
time as the calculation involved is huge.

Lexical resources, especially those semantically anno-
tated, are time consuming and require a lot of effort; thus, we
tried to use as much already existing work as possible in our
effort to build a Unified Sentiment Lexicon.

Sentiment Lexicons that our research used are

SL1 SentiWordNet developed by Istituto di Scienza e
Tecnologie dell’Informazione,

SL2 Bing Liu Sentiment Lexicon developed by Illinois
University,
SL3 MPQA lexicon developed by Pittsburgh Univer-
sity,
SL4NTU Sentiment Dictionary (NTUSD) developed
by the Institute of Information Science of Taiwan,
SL5PanAmerican sentiment lexicondeveloped by the
Polytechnic University of Madrid,
SL6 Spanish Travel Subjective Lexicon (STSL) devel-
oped by the Polytechnic University of Madrid.

Our research questions are

Q1 is it possible to unify the sentiment lexicons
available on the web and align and expand them
automatically?
Q2 Is it possible to transform a Unified Sentiment
Lexicon into a generative lexicon based on a core
ontology?

The following set of hypotheses covers the main features
of the proposed solutions:

H1 the unification of sentiment lexicons allows for a
robust linguistic resource,
H2 given different strengths of polarity of the same
lexical entry, it is possible to compute a unified value,
H3 unification calculus of each one of the lexical
entries with GPUs’ local and global memory allow the
reduction of hard disk access and increase processing
speed.

Compared with previous work, the major contributions
of this paper are as follows:

C1 a cluster of sentiment lexicons has been unified
automatically and validated by experts,
C2 the Unified Sentiment Lexicon has been expanded
with two more sentiment lexicons that were devel-
oped by our research group Communication in Spe-
cialized Domains,
C3 the task of unification uses parallel processing for
computing each lexical entry with GPUs,
C4 USL compute was accelerated by 3 times in data
processing,
C5 robustness of coverage of the Unified Sentiment
Lexicon,
C6 a uniform representation of lexically encoded
knowledge.

In summary, this paper describes the Unified Sentiment
Lexicon (USL) approach for aligning, unifying, and expand-
ing the sentiment lexicons available in an automatic way in
order to increase their robustness of coverage obtaining as
a result a large-scale Unified Sentiment Lexicon based on
GPUs.
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The remainder of the paper is structured as follows.
Section 2 briefly presents the background of our work.
Section 3 describes the USL approach. Section 4 describes
how our USL approach was implemented and the different
subtasks of the algorithm in detail. Section 5 presents details
of our data sets, evaluation metrics, and the result. Finally,
Section 6 presents our conclusions and future research.

2. Related Work

The related work considers the following: Section 2.1 data
structures such as lexicons, specialized lexicons, and ontolo-
gies; Section 2.2 the methodologies available for building
lexicons; and Section 2.3 the techniques of data processing
focused on parallel processing and the kind of memory
used for the TESLA architecture. Finally, we will present
a summary table with the main features of the sentiment
lexicons that are part of our study.

2.1. Data Structures. The lexical representation is founded in
several data structures that form the basis of the linguistic
resource, which is atomic. First, we will examine the lexicons;
second, the generative lexicons; and finally, the ontologies.

2.1.1. Lexicons. According to Greame et al., a lexicon “is a
list of words in a language along with some knowledge of
how each word is used.” A lexicon can have monolingual or
multilingual properties. Lexicons are either created manually
[3–5], semiautomatic [6, 7], or automatically [8–11].When the
lexicon is built manually a group of experts can annotate all
the words in a specific corpus; the assessment is performed
by consensus and each lexical entry is checked in order to
achieve excellence.

On the other hand, automatic lexicons can be produced,
based on a specific corpus, where the lexical entries included
far exceed the total number that can be compiled manually.
However, to assess their quality is not an easy task.

In state of the art research [3, 4, 8–10], each group
examines a collection of documents and produces their own
lexicon. As a result, we have a number of lexicons—some of
themare available on theweb andothers are not—wedescribe
those in Section 2.1.3. In fact, we believe that all work carried
out by universities and research groups should be used in
a homogeneous way. Furthermore, these lexicons available
should be reused using algorithms that facilitate data process-
ing.

The generative lexiconwas introduced by Pustejovsky [12,
13] in 1995 with the aim of encoding selectional knowledge in
language. Differently to a generative lexicon, an enumerative
lexicon only includes the different senses for each lexical
entry. In Pustejovsky’s approach, there are four elements to
encoding: lexical typing structure, argument structure, event
structure, and qualia structure. For that reason Pustejovsky’s
model deals with (a) the knowledge representation of the lex-
icon and the relation between an object and its constituents,
(b) the formal role that distinguishes the object within a
larger domain, (c) the purpose and function of the object, and
(d) the factors involved in the origin of an object; all these
constitute the qualia structure.

Bergler [14] said that there are significant efforts involved
in building and sharing a big generative lexicon that will be a
standard in the scientific community.

2.1.2. Ontology. According to Gruber [15] “an ontology is an
explicit specification of a conceptualization.” In this sense,
Graeme Hirst [16] said that “an ontology, as a nonlinguistic
object that more directly represents the world, may provide
an interpretation or grounding of word senses.”

The following supported sentiment ontologies are avail-
able: Ontology-Supported PolarityMining [17] introduced in
2005, it was based on an ontology for movie reviews, with the
positive or negative polarity determined from a collection of
texts and the Chinese Emotion Ontology based on HowNet
[18] which contains just under 5,500 verb concepts covering
113 different emotion categories.

2.1.3. Sentiment Lexicons. Our research has focused on four
sentiment lexicons that are available on the web: the National
Taiwan University Sentiment Dictionary (NTUSD), Senti-
WordNet, Bing Liu Sentiment Lexicon, and the Subjectivity
Lexicon ofTheresaWilson et al. (MPQA).These are explained
below.

The National Taiwan University Sentiment Dictionary
(NTUSD) [19] was developed by Lun-Wei Ku et al. It is based
on the Chinese Network Sentiment Dictionary and the web.
There are 11,088 terms that qualify for the simplified version,
of which 2,812 are positive and 8,276 are negative.The reason
for having the NTUSD was to identify positive and negative
sentiment words and their weights in a corpus of blogs and
news on the basis of Chinese word structures. Lun-Wei Ku
et al. suggested a method for annotating 192 documents in
order to tag them as positive, negative, or neutral on three
levels: words, sentences, and documents.The results were that
the F-measure was 73.18% and 63.75% for verbs and nouns,
respectively.When the sentiment words were mined together
with topical words, they achieved an F-measure of 62.16% at
the sentence level and 74.37% at the document level.

SentiWordNet [20] is a lexical resource produced by
Istituto di Scienza e Tecnologie dell’Informazione, Italy. The
main objective is to automatically estimate the value of all
entries of WordNet [21] as positive, negative, or neutral
assigning to each a weight between zero and one according
of the value.The reason to create the SentiWordNet automat-
ically was that theWordNet hasmore than 155,287 entries and
annotating them manually would be a time consuming task.
The result is a sentiment lexicon with 117,659 terms classified
into the same four lexical categories as WordNet: adjectives,
nouns, verbs, and adverbs.

Bing Liu Sentiment Lexicon [22, 23] is a lexicon where a
small list of adjectives was manually created and tagged with
positive or negative labels. It is domain-independent and he
proposed a technique to grow this list using WordNet. He
used a web-miningmethod to obtain a set of adjectives in the
same way that the speaker wrote them. Thus, their lexicon
has entries that are not in the English dictionary. The results
obtained are 2,006 positive words and 4,764 negative words.

The Subjectivity Lexicon of Theresa Wilson et al. [3] is a
lexical resource where the words that are subjective in most
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contexts are marked as being strongly subjective and those
that may only have subjective usages in certain contexts are
marked as weakly subjective. The process of building it was
manual. The words were also classified according to their
categories as nouns, verbs, adjectives, and adverbs.The results
are 8,221 clues (as she call them) where 4,913 are negative,
2,721 are positive, and 571 are neutral.

The Spanish Travel Subjective Lexicon (STSL) [4] was
built ad hoc based on a web-based corpus of blogs that
were analysed within the framework of appraisal theory [24].
The blogs were analysed to create a subcorpus of sentences
annotated according to appraisal and these sentences were
classified as positive or negative considering some contextual
rules that could influence the strength of the polarity. These
sentences were used to build the lexicon.Thewordswere clas-
sified according to their categories as nouns, verbs, adjectives,
and adverbs; multiword units were also included. The result
was 1,610 terms of which 857 are positive and 753 are negative.

The PanAmerican Sentiment Lexicon approach aims to
classify according to polarity a set of internet resources
focused on an event. The approach is based on four compo-
nents: a crawler, a filter, a synthesizer, and a polarity analyzer.
The main function of the crawler component is to search
and find data from internet resources related to the event
of interest. After locating the data, the filter component
processes the data in order to remove noise.The filter compo-
nent only debugs internet resources that are associated with
the event. At this point, the corpus consists of large posts
containing large amounts of data from many countries and
in many languages. The synthesizer component represents
the amount of data into clusters with similar expressions
using unsupervised learning. Finally, the polarity analyzer
component classifies each lexical entry as positive, neutral,
or negative. The lexical categories are noun, adjective, verb,
adverb. Finally, the result arrived at of 6083 positive, 5300
negative, and 5000 neutral.

2.2. Methodology. We have identified several kinds of meth-
odology for building sentiment lexicons and have classified
them as follows: automatic, semiautomatic, and manual.

(1) Automatic Methodology. First, the crawler is used to
obtain a set of lexical terms in a controlled domain. Next,
data preprocessing is performed and terms are assessed and
classified as positive, negative, or neutral.The evaluation task
involves using a subset of annotated lexical entries created
manually by experts in order to measure the accuracy of the
results. However, one of the limitations is the quality of the
results because undertaking the evaluation task manually is
not feasible. One of the advantages of this methodology is the
higher number of terms produced compared to the results of
the manual methodology.

(2) Semiautomatic Methodology. When linguistic resources
use this methodology both manual and automatic annota-
tions are used. An initial lexicon is annotated manually and
this subset is used for training the algorithm, which will
predict the level of matching for automatically classifying
each new lexical category in the lexicon.

(3) Manual Methodology. Experts manually annotate each
lexical entry in the appropriate lexical category. The lexicon
quality is high, but the depth of the lexicon is less than that
obtained with other methodologies.

2.3. Parallel Processing. Parallel processing [25] allows the
running of several jobs at the same time and to accelerate
the process by producing answers concurrently. Graphics
Processing Units (GPUs) [26] allow the implementation of
several algorithms [27].

These algorithms have been proved to provide accelera-
tion from 2x to nx for specific problems [28].

Previous research has focused on image systems, sim-
ulations of fluids and molecular simulations with GPUS.
Image systems [29] such as TechniScan uses ultrasonic waves
to image the patient’s chest in 20 minutes. Some other
examples of the use of this technology are the following. The
University of Cambridgewas able to accelerate computational
simulations of fluid dynamics [30] in order to perform rapid
experimentation. Temple University performs molecular
simulations [31] in order to reduce the environmental impact
of detergents and cleaning agents. The time these simulation
lasted was reduced from several weeks to a few hours.

We explored the use of GPU technology [32] in order to
accelerate our data preprocessing.

TESLA [33] is a GPU architecture produced in 2003 by
NVIDIA. It consists of a shared memory, constant cache,
register file, double precision, Special Function Unit (SFU),
Streaming Processor (SP), and a Warp Scheduler.

Memory is an essential component of high-performance
computing. CUDA uses several types of memory [34]
depending on the problem. The host memory is in the GPU
system. CUDA provides APIs that enable faster access to
the host memory by using the pager block and mapping the
address direction on the GPU.

The memory device is in the GPU. It can be accessed
by the dedicated memory controller. Data must be explicitly
copied between the host memory and device memory. This
memory can be organized and accessed in different ways [35].

Global memory can be static or dynamic. Access is by
CUDA core pointers. Its main function is to translate
the addresses.

Constant memory is read only. Its access is through
a hierarchical cache optimized for transmission to
several threads.

Local memory is stored in the stack: local variables
which cannot be stored in records, parameters, and
the return addresses of subroutines.

Texture memory is accessed by instructions for load-
ing and storing. As well as constant memory, an
independent cache is used in order to execute read
only operations.

The GPU CUDA device is a multicore coprocessor. It is
possible to log in through all the device memory without
constraints. However, there will be variations in runtime
according to the type of target memory.
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Table 1: Sentiment lexicons that are available on the web and supported by universities.

Name University Positive Negative Neutral Language Methodology Category Order
Bing Liu Illinois 2006 4783 0 English Automatic No Alphabetic
MPQA Pittsburg 2721 4913 571 English Manual N, V, Ad, Adv Alphabetic
NTUSD SINICA 2812 8276 0 Chinese Semiautomatic No Phonetic

Pan American UPM 6083 5300 5000
English
Spanish

Portuguese
Manual N, V, Ad, Ad Alphabetic

SentiWordNet ISTI 857 753 0 English Automatic N, V, Ad, Ad No

STSL UPM 19619 29792 89135 Spanish Manual

N, V, Ad, Ad
Interjections
diminutives
phrases

Alphabetic

2.4. Summary Table. Table 1 summarizes the sentiment lexi-
cons of our study according to several features such as name
of the university where it was developed; depth of the lexical
entries, which is the sum of all the positive, negative, or
neutral entries; coverage of language; type of elaboration
methodology; lexical categories; and ordering procedure.

3. The Approach Proposed

Our approach aims at aligning, unifying, and expanding the
set of sentiment lexicons which are available on the web in
order to increase their robustness of coverage. It is composed
of ten components: FocusCrawlerEngine, SelectorLanguages,
MetricSearcher, MetricTransformer, SentimentLexiconInter-
section, LexicalEntries Substracter, LexicalEntriesDivisor,
UnifiedMetrics, UnionSentimentLexiconEngine, and Lexi-
con2OntologyConverter.

The USL approach has as an input of sentiment lexicons
which are supported by universities and which are avail-
able on the web. First, the SelectorLanguages component
creates a group of sentiment lexicons according to their
language and stores them in different knowledge bases. The
MetricSearcher component performs an inspection of each
one of the elements of the sentiment lexicons in order to
identify if they have associated metrics. Then it saves the
results in two knowledge bases: (a) MetricsLexicon and (b)
NoMetricsLexicon. Next, theMetricTransformer component
verifies if the metrics are not numerical in order to transform
them with real values based on the original assessment.
Consequently, our USL approach performs the intersection
between all the sentiment lexicons. The common lexical
entries are extracted with word, the strength of polarity, and
sentiment lexicon values. Two knowledge bases are obtained
as partial result: IntersectionLexicalEntries and NoIntersec-
tionLexicalEntries.

The MetricsLexicon Knowledge base is the input for the
LexicalEntries Substracter whose main function is to exclude
all the IntersectionLexicalEntries. The USL approach is able
to calculate a unified strength of polarity between all of the
lexical entries of several sentiment lexicons.Thus, calculating
the unified strength of polarity demands a high processing
time because of the number of lexical entries. The Lexica-
lEntriesDivisor split jobs in order to calculate the unification
strength of polarity into balanced loads. The coprocessors

compute the degree of unified subjective for each lexical
entry. Its calculation is based on a previous assessment of the
sentiment’s lexical sources and the incomplete information.
Each coprocessor produces a lexical knowledge base with
the score of the unified metric. The UnionSentimentLexi-
conEngine unifies all the knowledge bases into one. As a
result we have the Unified Sentiment Lexicon (USL). Finally,
the Lexicon2OntologyConverter performs a transformation
from data to Ontology Web Language (OWL).

The ten components of USL approach will be described
in detail.

3.1. FocusCrawlerEngine. Their main function is to find the
sentiment lexicons available on the web that would be
supported by universities. Then we can define the following:
(1)MPQALexicon, (2) Bing Liu Sentiment Lexicon, (3) Senti-
WordNet, (4) NTU Sentiment Dictionary, (5) Spanish Travel
Subjective Lexicon, and (6) PanAmerican Games Sentiment
Lexicon.

Consider
𝑀𝑃𝑄𝐴𝐿𝑒𝑥𝑖𝑐𝑜𝑛 : =̇ {𝑇𝑦𝑝𝑒, 𝐿𝑒𝑛𝑔𝑡ℎ,𝑊𝑜𝑟𝑑, 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛,

𝑆𝑡𝑒𝑚𝑒𝑑, 𝑃𝑟𝑖𝑜𝑟𝑃𝑜𝑙𝑎𝑟𝑖𝑡𝑦} ,
(1)

where

Type= {𝑡 | 𝑡 is a stringwhichmeasures the subjectivity
degree of each clue},
Length = {𝑙 | 𝑙 is a integer number that indicate the
length of the clues},
Word = {𝑤 | 𝑤 is a string with the token or stem of
the clue},
Position = {𝑝 | 𝑝 is a natural number than identify a
lexical},
Stemed = {𝑠 | 𝑠 is a boolean than should match all
unstemmed variants},
PriorPolarity = {𝑝𝑝 | 𝑝𝑝 is a string with the prior
polarity of clue}.

Consider

𝐵𝑖𝑛𝑔𝐿𝑖𝑢𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛 : =̇ {𝑊𝑜𝑟𝑑𝑠} , (2)

where Words = {𝑤 | 𝑤 is a string with a word that is positive
or negative}.
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Consider

𝑇𝑟𝑎V𝑒𝑙 : =̇ {𝑁𝑃,𝑁𝑁,𝐴𝑃,𝐴𝑁,𝑉𝑃,𝑉𝑁, 𝑎𝑑𝑃, 𝐴𝑑𝑁} , (3)

where

𝑁𝑃 = {𝑛𝑝 | 𝑛𝑝 is a string with a word that is noun
and positive},
𝑁𝑁 = {𝑛𝑛 | 𝑛𝑛 is a string with a word that is noun
and negative},
𝐴𝑃 = {𝑎𝑝 | 𝑎𝑝 is a string with a word that is adjective
and positive},
𝐴𝑁 = {𝑎𝑛 | 𝑎𝑛 is a string with a word that is adjective
and positive},
𝑉𝑃 = {V𝑝 | V𝑝 is a string with a word that is verb and
positive},
𝑉𝑁 = {V𝑛 | V𝑛 is a string with a word that is verb and
positive},
𝐴𝑑𝑃 = {𝑎𝑑𝑝 | 𝑎𝑑𝑝 is a string with a word that is
adverb and positive},
𝐴𝑑𝑁 = {𝑎𝑛𝑑 | 𝑎𝑑𝑛 is a string with a word that is
adverb and positive}.

Consider

𝑁𝑇𝑈𝑆𝐷 : =̇ {𝑊𝑜𝑟𝑑𝑠} , (4)

where Words = {𝑤 | 𝑤 is a string with a word that is positive
or negative}.

Consider

𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡 : =̇ {𝑃𝑂𝑆, 𝐼𝐷, 𝑃𝑜𝑠𝑆𝑐𝑜𝑟𝑒,𝑁𝑒𝑔𝑆𝑐𝑜𝑟𝑒,

𝑆𝑦𝑛𝑠𝑒𝑡𝑇𝑒𝑟𝑚𝑠} ,
(5)

where

𝑃𝑂𝑆 = {𝑝 | 𝑝 is a character of WordNet},
𝐼𝐷 = {𝑖𝑑 | 𝑖𝑑 is a character of WordNet},
PosScore = {𝑝𝑠 | 𝑝𝑠 is a real number with the positive
score assigned by SentiWordNet},
NegScore = {𝑛𝑠 | 𝑖𝑑 𝑛𝑠 a real number with the negative
score assigned by SentiWordNet},
SynsetTerms = {𝑠𝑡 | 𝑠𝑡 is a string number with the
terms}.

Consider

𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛𝑆𝐿 : =̇

{{{{

{{{{

{

𝐼𝐷, 𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝,𝑊𝑜𝑟𝑑,P𝑜𝑠𝑡𝑖V𝑒,
𝑁𝑒𝑔𝑎𝑡𝑖V𝑒,𝑁𝑒𝑢𝑡𝑟𝑎𝑙,
𝑁𝑜𝑢𝑛, 𝐴𝑑𝑗𝑒𝑐𝑡𝑖V𝑒, 𝑉𝑒𝑟𝑏,
𝐴𝑑V𝑒𝑟𝑏, 𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒,

(6)

where

ID = {𝑖𝑑 | 𝑖𝑑 is an integer number to identify a word},
TimeStamp = {𝑡𝑠 | 𝑡𝑠 is a date of assessment},

Word = {𝑤 | 𝑤 is a string with the word},
Positive = {𝑝 | 𝑝 is a boolean with 1 if it is positive},
Negative = {𝑛 | 𝑛 is a boolean with 1 if it is negative},
Neutral = {𝑛𝑡 | 𝑛𝑡 is a boolean with 1 if it is neutral},
Noun = {noun | noun is a boolean with 1 if it is noun},
Adjective = {𝑎𝑑 | 𝑎𝑑 is a boolean with 1 if it is
adjective},
Verb = {V | V is a boolean with 1 if it is verb},
Adverb = {𝑎𝑑 | 𝑎𝑑 is a boolean with 1 if it is adverb},
Language = {𝑙 | 𝑙 is a string with the name of the
language}.

3.2. SelectorLanguages. This identifies the language in a
subset of lexical entries in order to search for specific words
in four languages: Chinese, Spanish, English, and Portuguese.
The result is the cluster of sentiment lexicons arranged by
language, as shown in (1).

Consider

𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒𝑊𝑜𝑟𝑑𝑠

⊆ 𝐿𝑒x𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠 ←→ (∀𝑥) (𝑥 ∈ 𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒𝑊𝑜𝑟𝑑𝑠

󳨃󳨀→ 𝑥 ∈ 𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠) .

(7)

3.3.MetricSearcher. It is responsible for selecting the strength
of polarity label of each of the sentiment lexicons clusters.
For example, “PriorPolarity,” “PosScore,” “NegScore,” and
“ScoreSubjectivity,” among others. Besides, it searches for
strength of polarity and indicates whether the values are
numerical or nominal. It splits its result in two knowledge
bases: MetricsLexicon and NoMetricsLexicon.

Consider

𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛 = {𝑥 | (𝑥 ∈ 𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠)

∧ (𝑥 ∉ 𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠)} ,

𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛 = {𝑦 | (𝑦 ∈ 𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠)

∧ (𝑦 ∉ 𝑀𝑒𝑡𝑟𝑖𝑐𝑠)} .

(8)

3.4. MetricTransformer. The MetricTransformer works by
transforming the strength of polarity nominal value into the
real value of each sentiment lexicon. It has two variables:
type and pos. Type can take two values: 𝑠𝑡𝑟𝑜𝑛𝑔𝑠𝑢𝑏 = .9 and
𝑤e𝑎𝑘𝑠𝑢𝑏𝑗 = .5. Pos can take four values: 𝑎𝑑𝑗 = .9, V𝑒𝑟𝑏 = 1,
𝑎𝑑V𝑒𝑟𝑏 = .8, and 𝑛𝑜𝑢𝑛 = .7. The new strength of polarity is
the multiplication between the two variables.

Consider

𝑁𝑒𝑤𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ𝑃𝑜𝑙𝑎𝑟𝑖𝑡𝑦 = 𝑡𝑦𝑝𝑒 ∗ 𝑝𝑜𝑠. (9)

3.5. SentimentLexiconIntersection. This component compiles
with the intersection for all the lexical entries of each senti-
ment lexicon cluster. It aims to identify which lexical entries
appear more than once in order to select them for processing.
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Therefore, the two knowledge bases are IntersectionLex-
icalEntries and NoIntersectionalLexicalEntries. For example,
the cluster of sentiment lexicons grouped by English lan-
guage has four elements EnglishCluster = {PanAmericanSen-
timentLexicon, BingLiuSentimentLexicon, SentiWordNet, and
MPQALexicon}. These intersections are shown in (10).

Consider

𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡 ∩ 𝐵𝑖𝑛𝑔𝐿𝑖𝑢 = {𝑥 | (𝑥 ∈ 𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡)

∧ (𝑥 ∈ 𝐵𝑖𝑛𝑔𝐿𝑖𝑢)} ,

𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡 ∩𝑀𝑃𝑄𝐴 = {𝑥 | (𝑥 ∈ 𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡)

∧ (𝑥 ∈ 𝑀𝑃𝑄𝐴)} ,

𝑀𝑃𝑄𝐴 ∩ 𝐵𝑖𝑛𝑔𝐿𝑖𝑢

= {𝑥 | (𝑥 ∈ 𝑀𝑃𝑄𝐴) ∧ (𝑥 ∈ 𝐵𝑖𝑛𝑔𝐿𝑖𝑢)} ,

𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡 ∩ 𝐵𝑖𝑛𝑔𝐿𝑖𝑢 ∩𝑀𝑃𝑄𝐴

= {𝑥 | (𝑥 ∈ 𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁e𝑡) ∧ (𝑥 ∈ 𝐵𝑖𝑛𝑔𝐿𝑖𝑢)
∧ (𝑥 ∈ 𝑀𝑃𝑄𝐴)} ,

𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛 ∩ 𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡

= {𝑥 | (𝑥 ∈ 𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛) ∧ (𝑥 ∈ 𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡)} ,

𝐵𝑖𝑛𝑔𝐿𝑖𝑢 ∩ 𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛

= {𝑥 | (𝑥 ∈ 𝐵𝑖𝑛𝑔𝐿𝑖𝑢) ∧ (𝑥 ∈ 𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛)} ,

𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖c𝑎𝑛 ∩ 𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡 ∩ 𝐵𝑖𝑛𝑔𝐿𝑖𝑢
= {𝑥 | (𝑥 ∈ 𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛)

∧ (𝑥 ∈ 𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡) ∧ (𝑥 ∈ 𝐵𝑖𝑛𝑔𝐿𝑖𝑢)} ,

𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛 ∩𝑀𝑃𝑄𝐴

= {𝑥 | (𝑥 ∈ 𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛) ∧ (𝑥 ∈ 𝑀𝑃𝑄𝐴)} ,

𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡 ∩ 𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛 ∩𝑀𝑃𝑄𝐴

= {𝑥 | (𝑥 ∈ 𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡) ∧ (𝑥 ∈ 𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛)

∧ (𝑥 ∈ 𝑀𝑃𝑄𝐴)} ,

𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛 ∩ 𝐵𝑖𝑛𝑔𝐿𝑖𝑢 ∩ 𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡 ∩𝑀𝑃𝑄𝐴

= {𝑥 | (𝑥 ∈ 𝑃𝑎𝑛𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛) ∧ (𝑥 ∈ 𝐵𝑖𝑛𝑔𝐿𝑖𝑢)

∧ (𝑥 ∈ 𝑆𝑒𝑛𝑡𝑖𝑊𝑜𝑟𝑑𝑁𝑒𝑡) ∧ (𝑥 ∈ 𝑀𝑃𝑄𝐴)} .

(10)

3.6. LexicalEntriesSubstracter. This gets the rest of all the ele-
ments that have been assessed by each university. It subtracts
MetricsLexicon from IntersectionLexicalEntries.

Consider

𝑁𝑜𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑒𝑥𝑖𝑐𝑜𝑛

= 𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝐿𝑒𝑥𝑖𝑐𝑜𝑛 (𝑥) − 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑒𝑥𝑖𝑐𝑜𝑛,

𝑁𝑜𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙𝐿𝑒𝑥𝑖𝑐𝑜𝑛

= 𝑑𝑒𝑓 {𝑠 | 𝑠 ∈ 𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝐿𝑒𝑥𝑖𝑐𝑜𝑛,

𝑠 ∉ 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑒𝑥𝑖𝑐𝑜𝑛} .

(11)

3.7. LexicalEntriesDivisor. It has as its input the intersection
of all the lexical entries. It divides the knowledge base into
equal parts for processing.

Consider

𝑁 =
𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠𝑇𝑜𝑡𝑎𝑙

𝑁𝑢𝑚𝑏𝑒𝑟𝐶𝑜𝑟𝑒𝑠
. (12)

3.8. UnifiedMetrics. This performs an estimate of each lexical
entry of the IntersectionLexicon in order to predict its value.
There are two procedures: (1) 𝑈𝑛𝑖𝑓𝑖𝑒𝑑𝑀𝑒𝑡𝑟𝑖𝑐𝑠

𝐶𝑃𝑈
and (2)

𝑈𝑛𝑖𝑓𝑖𝑒𝑑𝑀𝑒𝑡𝑟𝑖𝑐𝑠
𝐺𝑃𝑈

.
𝑈𝑛𝑖𝑓𝑖𝑒𝑑𝑀𝑒𝑡𝑟𝑖𝑐𝑠

𝐶𝑃𝑈
uses a Pearson correlation formula as

shown in (13) applied between theUnified Sentiment Lexicon
and each of the sentiment Lexicons by cluster.

𝑈𝑛𝑖𝑓𝑖𝑒𝑑𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐺𝑃𝑈 algorithm in detail is explained in
Section 4.

Consider

𝑟 =
∑𝑋𝑌 − ∑𝑋∑𝑌/𝑁

√(∑𝑥2 − (∑𝑥2) /𝑁) (∑𝑦2 − (∑𝑦2) /𝑁)

. (13)

3.9. UnionSentimentLexiconEngine. Its function is to join all
the result knowledge bases of the coprocessors together and
as output the Unified Sentiment Lexicon is obtained.

Consider

(∀𝑥) (∃𝑦) (∀𝑧) [𝑧 ∈ 𝑦 ←→ (∃𝑡) (𝑡 ∈ 𝑥 ∧ 𝑧 ∈ 𝑡)] , (14)

where UnifiedSentimentLexicon1⋃ . . . . ⋃ . . .. UnifiedSenti-
mentLexiconn ← 𝑥 ∈ 𝑡ℎ𝑖𝑠 ⇔ 𝑥 ∈ UnifiedSentimentLexi-
con1 𝑜𝑟 𝑥 ∈ UnifiedSentimentLexiconn.

3.10. Lexicon2OntologyConverter. Their main function is to
transform the Unified Sentiment Lexicon into a Domain
Ontology: OntoLexicon as defined as follows.

3.10.1. OntoLexicon. TheOntoLexicon Ontology is a concep-
tual description based on a lexicon of the subjective words in
Natural Language as shown in (15). The OntoLexicon Ontol-
ogy consists of four disjoint sets𝐶,𝑅,𝐴, and 𝜏, where𝐶means
concept identifiers (16), 𝑅means relation identifiers (17) and
(18),𝐴means attribute identifiers (19), and 𝜏means data types
(20).

Consider

𝑂𝑛𝑡𝑜𝐿𝑒𝑥𝑖𝑐𝑜𝑛 := (𝐶, ≤ 𝑐, 𝑅, 𝛾𝑅, ≤𝑅, 𝐴, 𝛾𝐴, 𝜏) . (15)

The set 𝐶 of concepts is

𝐶 : =̇

{{{{{{{

{{{{{{{

{

𝐴𝑑𝑗𝑒𝑐𝑡𝑖V𝑒𝑠,𝑁𝑒𝑔𝑎𝑡𝑖V𝑒𝐴𝑑𝑗𝑒𝑐𝑡𝑖V𝑒𝑠,
𝑃𝑜𝑠𝑖𝑡𝑖V𝑒𝐴𝑑𝑗𝑒𝑐𝑡𝑖V𝑒𝑠, 𝐴𝑑V𝑒𝑟𝑏𝑠,𝑁𝑒𝑔𝑎𝑡𝑖V𝑒𝐴𝑑V𝑒𝑟𝑏𝑠,
𝑃𝑜𝑠𝑖𝑡𝑖V𝑒𝐴𝑑V𝑒𝑟𝑏𝑠, 𝑉𝑒𝑟𝑏𝑠,𝑁𝑒𝑔𝑎𝑡𝑖V𝑒𝑉𝑒𝑟𝑏𝑠,
𝑃𝑜𝑠𝑖𝑡𝑖V𝑒𝑉𝑒𝑟𝑏𝑠,𝑁𝑜𝑢𝑛𝑠,𝑁𝑒𝑔𝑎𝑡𝑖V𝑒𝑁𝑜𝑢𝑛𝑠,
𝑃𝑜𝑠𝑖𝑡𝑖V𝑒𝑁𝑜𝑢𝑛𝑠.

(16)

The set 𝑅 of relations is

𝑅 : =̇

{{{{{{{

{{{{{{{

{

𝑒𝑛𝑡𝑟𝑦 𝑜𝑓, 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑜𝑓, 𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ 𝑜𝑓,

𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑜𝑓, 𝑎𝑑V𝑒𝑟𝑏 𝑖𝑛, 𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 𝑖𝑛,
𝑝𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 𝑖𝑛, 𝑛𝑜𝑢𝑛𝑠 𝑖𝑛, 𝑎𝑑𝑗𝑒𝑐𝑡𝑖V𝑒𝑠 𝑖𝑛,
V𝑒𝑟𝑏𝑠 𝑖𝑛, 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑜𝑓,
𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒 𝑜𝑓,

(17)
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where the relation hierarchy defines that Lexical has the rela-
tion entry of that belongs to SentimentLexicon. Corpora
has the relation document of that belongs to documents,
following the same logic where the rest of the relations are
defined as

𝛾𝑅 (𝑒𝑛𝑡𝑟𝑦 𝑜𝑓) = (𝐿𝑒𝑥𝑖𝑐𝑎𝑙, 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛) ,

𝛾𝑅 (𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑜𝑓) = (𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠, 𝐶𝑜𝑟𝑝𝑜𝑟𝑎) ,

𝛾𝑅 (𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ 𝑜𝑓) = (𝑃𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ𝑠, 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠) ,

𝛾𝑅 (𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑜𝑓) = (𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠, 𝑃𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ𝑠) ,

𝛾𝑅 (𝑎𝑑V𝑒𝑟𝑏𝑠 𝑖𝑛) = (𝐴𝑑V𝑒𝑟𝑏𝑠, 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠) ,
𝛾𝑅 (𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 𝑖𝑛) = (𝐴𝑟𝑡𝑖𝑐𝑙𝑒𝑠, 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠) ,

𝛾𝑅 (𝑝𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 𝑖𝑛) = (𝑃𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠, 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠) ,

𝛾𝑅 (𝑛𝑜𝑢𝑛𝑠 𝑖𝑛) = (𝑁𝑜𝑢𝑛𝑠, 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠) ,

𝛾𝑅 (𝑎𝑑𝑗𝑒𝑐𝑡𝑖V𝑒𝑠 𝑖𝑛) = (𝐴𝑑𝑗𝑒𝑐𝑡𝑖V𝑒𝑠, 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠) ,
𝛾𝑅 (V𝑒𝑟𝑏𝑠 𝑖𝑛) = (𝑉𝑒𝑟𝑏𝑠, 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠) ,

𝛾𝑅 (𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑖𝑛) = (𝑆𝑢𝑏𝑗𝑒𝑐𝑡𝑠, 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠) ,

𝛾𝑅 (𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒 𝑖𝑛) = (𝑃𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒𝑠, 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠) .

(18)

The set 𝐴 of attribute identifiers is

𝐴 : =̇

{{{{{{{{{

{{{{{{{{{

{

𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑙𝑒𝑥𝑖𝑐𝑜𝑛, 𝑎𝑢𝑡ℎ𝑜𝑟, 𝑠𝑡𝑟𝑒𝑛𝑔𝑡ℎ𝑜𝑓𝑝𝑜𝑙𝑎𝑟𝑖𝑡𝑦,

𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ, 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒, 𝑠𝑢𝑏𝑗𝑒𝑐𝑡,

𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑎𝑟𝑡𝑖𝑐𝑙𝑒, 𝑛𝑜𝑢𝑛, 𝑛𝑜𝑢𝑛𝑁,

𝑛𝑜𝑢𝑛𝑃, V𝑒𝑟𝑏, V𝑒𝑟𝑏𝑁, V𝑒𝑟𝑏𝑃,
𝑎𝑑V𝑒𝑟𝑏, 𝑎𝑑V𝑒𝑟𝑏𝑁, 𝑎𝑑V𝑒𝑟𝑏𝑃, 𝑎𝑑𝑗𝑒𝑐𝑡𝑖V𝑒,
𝑎𝑑𝑗𝑒𝑐𝑡𝑖V𝑒𝑁, 𝑎𝑑𝑗𝑒𝑐𝑡𝑖V𝑒𝑃.

(19)

The set 𝜏 of datatypes contains only one element, a string,
is shown

𝜏 := (𝑠𝑡𝑟𝑖𝑛𝑔) . (20)

The first axiom defines the concept NegativeAdverbs as
equivalent to saying that there is a negative adverb which
stands in a 𝑎𝑑V𝑒𝑟𝑏 𝑖𝑛 relation with the corresponding sen-
tence, following the same logic where the rest of the axioms
are defined as

∀𝑥 (𝑁𝑒𝑔𝑎𝑡𝑖V𝑒𝑁𝑜𝑢𝑛𝑠 (𝑥) ←→ ∃𝑦 ∧ 𝑛𝑜𝑢𝑛 𝑖𝑛 (𝑥, 𝑦)

∧ 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 (𝑦)) ,

∀𝑥 (𝑃𝑜𝑠𝑖𝑡𝑖V𝑒𝑁𝑜𝑢𝑛𝑠 (𝑥) ←→ ∃𝑦 ∧ 𝑛𝑜𝑢𝑛 𝑖𝑛 (𝑥, 𝑦)

∧ 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 (𝑦)) ,

∀𝑥 (𝑁𝑒𝑔𝑎𝑡𝑖V𝑒𝐴𝑑𝑗𝑒𝑐𝑡𝑖V𝑒 (𝑥) ←→ ∃𝑦 ∧ 𝑎𝑑𝑗𝑒𝑐𝑡𝑖V𝑒 𝑖𝑛 (𝑥, 𝑦)
∧𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 (𝑦)) ,

∀𝑥 (𝑃𝑜𝑠𝑖𝑡𝑖V𝑒𝐴𝑑𝑗𝑒𝑐𝑡𝑖V𝑒 (𝑥) ←→ ∃𝑦 ∧ 𝑎𝑑𝑗𝑒𝑐𝑡𝑖V𝑒 𝑖𝑛 (𝑥, 𝑦)
∧ 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 (𝑦)) ,

∀𝑥 (𝑁𝑒𝑔𝑎𝑡𝑖V𝑒𝐴𝑑V𝑒𝑟𝑏𝑠 (𝑥) ←→ ∃𝑦 ∧ 𝑎𝑑V𝑒𝑟𝑏 𝑖𝑛 (𝑥, 𝑦)
∧𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 (𝑦)) ,

∀𝑥 (𝑃𝑜𝑠𝑖𝑡𝑖V𝑒𝐴𝑑V𝑒𝑟𝑏𝑠 (𝑥) ←→ ∃𝑦 ∧ 𝑎𝑑V𝑒𝑟𝑏 𝑖𝑛 (𝑥, 𝑦)
∧𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 (𝑦)) ,

∀𝑥 (𝑁𝑒𝑔𝑎𝑡𝑖V𝑒𝑉𝑒𝑟𝑏𝑠 (𝑥) ←→ ∃𝑦 ∧ V𝑒𝑟𝑏 𝑖𝑛 (𝑥, 𝑦)
∧𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 (𝑦)) ,

∀𝑥 (𝑃𝑜𝑠𝑖𝑡𝑖V𝑒𝑉𝑒𝑟𝑏𝑠 (𝑥) ←→ ∃𝑦 ∧ V𝑒𝑟𝑏 𝑖𝑛 (𝑥, 𝑦)
∧ 𝑆𝑒n𝑡𝑒𝑛𝑐𝑒𝑠 (𝑦)) .

(21)

4. Algorithm in Detail

The input of a Unified Sentiment Lexicon (USL) approach
consists of the sentiment lexicons that are available on the
web and supported by universities. The USL approach then
processes all of them. The result is the Unified Sentiment
Lexicon (USL). Here, we will describe the algorithm in detail.

The first step is to group the sentiment lexicons into
clusters by language as following:

𝑥 = {𝐶ℎ𝑖𝑛𝑒𝑠𝑒𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒, 𝑆𝑝𝑎𝑛𝑖𝑠ℎ𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒,

𝐸𝑛𝑔𝑙𝑖𝑠ℎ𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒, 𝑃𝑜𝑟𝑡𝑢𝑔𝑢𝑒𝑠𝑒𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒} ,

𝐶𝑙𝑢𝑠𝑡𝑒𝑟
𝑥1
= {𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛

1
, . . . ,

𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛𝑛} .

(22)

The second step is to search lexical entries that have been
assessed by each sentiment lexicon. In the assessment task,
some authors and their methods have used nominal values,
while others have used real values. If they are linguistic values,
then the USL approach transforms them into real values.
There must then be an intersection of lexical entries in at
least two sentiment lexicons in order to unify the strength of
polarity of several sentiment lexicons into one.

Following this, our approach calculates the Pearson cor-
relation score between each sentiment lexicon and theUSL by
obtaining as many constants as there are sentiment lexicons
in the cluster. For example, if the cluster belongs to the English
language, then there are four constants that fall into each
sentiment lexicon, as shown in the Pearson correlation set
𝑃𝑒𝑎𝑟𝑠𝑜𝑛𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = {𝑝

1
, 𝑝
2
, 𝑝
3
, 𝑝
4
}. This calculation is

performed only once and executed by the CPU.
Since the number of lexical entries is high, the com-

putation of the USL score should be divided into several
coprocessors (cores) in order to accelerate the process. In fact,
each coprocessor of the GPU has as an input: (a) the strength
of polarity of n lexical entries and (b) the vector with Pearson
values. Each coprocessor computes the strength of polarity
of every lexical entry until there are no lexical entries left.
The score for each lexical entry is multiplied by the Pearson
correlation between all the sentiment lexicons, as shown in
(23) and Table 2.

Consider
𝛼𝑖 = 𝑝1 ∗ V𝑖,
𝛽𝑖 = 𝑝2 ∗ 𝑤𝑖,

𝛾
𝑖
= 𝑝
3
∗ 𝑦
𝑖
,

𝛿
𝑖
= 𝑝
4
∗ 𝑧
𝑖
.

(23)

In addition, USL performs a total of subjectivity sums, as
shown in (24) and Table 2.

Consider

𝜀
𝑖
= 𝛼
𝑖
+ 𝛽
𝑖
+ 𝛾
𝑖
+ 𝛿
𝑖
. (24)
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Table 2: The process to calculate the USL strength of polarity.

Words Sentiment Sentiment Sentiment Sentiment
𝛼 𝛽 𝛾 𝛿 𝜖 𝜁 USL

Lexicon
1

Lexicon2 Lexicon3 Lexicon
𝑛

Word1 V
1

𝑥
1

𝑦
1

𝑋 𝛼
1

𝛽
1

𝛾
1

𝛿
1

𝜖
1

𝜁
1

usl
1
= 𝜖
1
/𝜁
1

Word2 𝑋 𝑥
2

𝑦
2

𝑧
2

𝛼
2

𝛽
2

𝛾
2

𝛿
2

𝜖
2

𝜁
2

usl
2
= 𝜖
2
/𝜁
2

Word3 𝑋 𝑥
3

𝑦
3

𝑧
3

𝛼
3

𝛽
3

𝛾
3

𝛿
3

𝜖
3

𝜁
3

usl
3
= 𝜖
3
/𝜁
3

Word4 V
4

𝑥
4

𝑦
4

𝑧
4

𝛼
4

𝛽
4

𝛾
4

𝛿
4

𝜖
4

𝜁
4

usl
4
= 𝜖
4
/𝜁
4

Word. . . V. . . 𝑥. . . 𝑋. . . 𝑧. . . 𝛼. . . 𝛽. . . 𝛾. . . 𝛿. . . 𝜖. . . 𝜁. . . usl. . . = 𝜖. . . /𝜁. . .
Word

𝑛
V
𝑛

𝑋 𝑦
𝑛

𝑧
𝑛

𝛼
𝑛

𝛽
𝑛

𝛾
𝑛

𝛿
𝑛

𝜖
𝑛

𝜁
𝑛

usl
𝑛
= 𝜖
𝑛
/𝜁
𝑛

(1) procedure UnifiedSentimentLexicon(𝑠𝑒𝑒𝑑𝑠)
(2) 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛𝑠 ← 𝐹𝑜𝑐𝑢𝑠𝐶𝑟𝑎𝑤𝑙𝑒𝑟𝐸𝑛𝑔𝑖𝑛𝑒(𝑠𝑒𝑒𝑑𝑠);
(3) 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠 ← 𝑆𝑒𝑙𝑒𝑐𝑡𝑜𝑟𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒𝑠(𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛𝑠);
(4) for 𝑖 ← 1, 𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠 do
(5) for 𝑗 ← 1, 𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛𝑠 do
(6) for 𝑘 ← 1,𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠 do
(7) if 𝑀𝑒𝑡𝑟𝑖𝑐𝑆𝑒𝑎𝑟𝑐ℎ𝑒𝑟(𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑦(𝑘)) = 1 then
(8) 𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛 (𝑗) (𝑘) ← 𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑦(𝑘);
(9) else
(10) 𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑗)(𝑘) ← 𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑦(𝑘);
(11) end if
(12) if 𝑀𝑒𝑡𝑟𝑖𝑐𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑟(𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑗)(𝑘))≥0 then
(13) 𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑗)(𝑘) ← 𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑗)(𝑘);
(14) end if
(15) end for
(16) end for
(17) end for
(18) if 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛(𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠(𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛)) = 1 then
(19) 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠(𝑗)(𝑘) ← 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠(𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛);
(20) else
(21) 𝑁𝑜𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠(𝑗)(𝑘) ← 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠(𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛);
(22) end if
(23) 𝑁𝑜𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠(𝑗)(𝑘) ← 𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠𝑆𝑢𝑏𝑠𝑡𝑟𝑎𝑐𝑡𝑒𝑟

(24) (𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛, 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠);
(25) 𝑛 ← 𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠𝐷𝑖V𝑖𝑠𝑜𝑟(𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠,𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐶𝑜𝑟𝑒𝑠𝐺𝑃𝑈);
(26) for 𝑖 ← 1, 𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠 do
(27) for 𝑗 ← 1, 𝑛 do
(28) 𝑟 ← 𝑈𝑛𝑖𝑓𝑖𝑒𝑑𝑀𝑒𝑡𝑟𝑖𝑐𝑠

𝐶𝑃𝑈
(𝐶𝑙𝑢𝑠𝑡𝑒𝑟(𝑖)(𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛𝑠));

(29) 𝑈𝑆𝐿(𝑖) ← 𝑈𝑛𝑖𝑓𝑖𝑒𝑑𝑀𝑒𝑡𝑟𝑖𝑐𝑠
𝐺𝑃𝑈
(𝑛, 𝑟, 𝐶𝑙𝑢𝑠𝑡𝑒𝑟(𝑖)(𝐼𝑛𝑠𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠));

(30) 𝑈𝑛𝑖𝑓𝑖𝑒𝑑𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛 ← 𝑈𝑛𝑖𝑜𝑛𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛𝐸𝑛𝑔𝑖𝑛𝑒(𝑗);
(31) end for
(32) end for
(33) 𝑂𝑛𝑡𝑜𝐿𝑒𝑥𝑖𝑐𝑜𝑛 ← 𝐿𝑒𝑥𝑖𝑐𝑜𝑛2𝑂𝑛𝑡𝑜𝑙𝑜𝑔𝑦𝐶𝑜𝑛V𝑒𝑟𝑡𝑒𝑟(UnifiedSentimentLexicon);
(34) end procedure

Algorithm 1: The main USL approach.

TheUSL score is normalized by dividing the total number
of subjectivity for each lexical entry by the Pearson correla-
tion sum of the lexical entries that were assessed 𝜁1 = 𝑝1 +
𝑝2 + 𝑝3 + 𝑝4, as follows:

𝑈𝑆𝐿
1
=
𝜀
1

𝜁1
. (25)

TheGPU results are the lexical entries combined with the
USL score (these are input by the CPU).Their main function
is to join all the partial results in the USL.

Finally, the CPU transforms the USL into an ontology
called OntoLexicon in OWL language.

The pseudocode of the main USL approach is shown in
Algorithm 1, and some of the procedures of theUSL approach
are shown in Algorithm 2.

5. Experimental Details and
Performance Results

The following section includes a detailed description of how
the experiment was conducted. The first part describes the
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(1) procedure FocusCrawlerEngine(𝑆𝑒𝑒𝑑𝑠)
(2) for 𝑖 ← 1, 𝑆𝑖𝑧𝑒𝑆𝑒𝑒𝑑𝑠 do
(3) 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛𝑠(𝑖) ← 𝐷𝑜𝑤𝑛𝑙𝑜𝑎𝑑(𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑖));
(4) end for
(5) end prcedure
(6) procedure SelectorLanguages(𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛𝑠)
(7) for 𝑖 ← 1,𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛𝑠 do
(8) switch 𝐿𝑎𝑛𝑔𝑢𝑎𝑔𝑒(𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑖)) do
(9) case 𝐸𝑛𝑔𝑙𝑖𝑠ℎ
(10) assert(𝐶𝑙𝑢𝑠𝑡𝑒𝑟1 ← 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑖))
(11) case 𝑆𝑝𝑎𝑛𝑖𝑠ℎ
(12) assert(𝐶𝑙𝑢𝑠𝑡𝑒𝑟2 ← 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑖));
(13) case 𝐶ℎ𝑖𝑛𝑒𝑠𝑒
(14) assert(𝐶𝑙𝑢𝑠𝑡𝑒𝑟3 ← 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛 (𝑖));
(15) case 𝑃𝑜𝑟𝑡𝑢𝑔𝑢𝑒𝑠𝑒
(16) assert(𝐶𝑙𝑢𝑠𝑡𝑒𝑟4 ← 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑖));
(17) end for
(18) end procedure
(19) procedure MetricSearcher(𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑦)
(20) if 𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑦 ≥ 0 then
(21) 𝑥 ← 1;
(22) else
(23) 𝑥 ← 0;
(24) end if
(25) end procedure
(26) procedure MetricTransformer(𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛)
(27) 𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑛𝑒𝑤𝑀𝑒𝑡𝑟𝑖𝑐) ← 𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑡𝑦𝑝𝑒)∗

𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝑝𝑜𝑠);
(28) end procedure
(29) procedure SentimentLexiconIntersection(Clusters(MetricLexicon))
(30) for 𝑖 ← 1,𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐶𝑙𝑢𝑠𝑡𝑒𝑟 do
(31) for 𝑗 ← 1,𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠 do
(32) if 𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝐶𝑙𝑢𝑠𝑡𝑒𝑟(𝑖)(𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑦(𝑗)))
(33) = 𝑀𝑒𝑡𝑟𝑖𝑐𝑠𝐿𝑒𝑥𝑖𝑐𝑜𝑛(𝐶𝑙𝑢𝑠𝑡𝑒𝑟(𝑖 + 1)(𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑦(𝑗))) then
(34) 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 ← 1;
(35) else
(36) 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 ← 0;
(37) end if
(38) end for
(39) end for
(40) end procedure
(41) prcedure LexicalEntriesSubstracter(𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛, 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑒𝑥𝑖𝑐𝑜𝑛)
(42) 𝐿𝑒𝑥𝑖𝑐𝑜𝑛𝑆𝑢𝑏𝑠𝑡𝑟𝑎𝑐𝑡𝑒𝑟 ← 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝐿𝑒𝑥𝑖𝑐𝑜𝑛 − 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑒𝑥𝑖𝑐𝑜𝑛;
(43) end procedure
(44) prcedure LexicalEntriesDivisor(𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠𝑇𝑜𝑡𝑎𝑙,𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐶𝑜𝑟𝑒𝑠)
(45) for 𝑖 ← 1,𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐶𝑙𝑢𝑠𝑡𝑒𝑟 do
(46) 𝑛 ← 𝐿𝑒𝑥𝑖𝑐𝑎𝑙𝐸𝑛𝑡𝑟𝑖𝑒𝑠𝑇𝑜𝑡𝑎𝑙/𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐶𝑜𝑟𝑒𝑠;
(47) end for
(48) end procedure

Algorithm 2: Some of the procedures of USL approach.

objectives of the experiment, and the second part focuses on
the results obtained after the experiment was conducted.

The experimental setup had two objectives: to unify the
sentiment lexicons and to carry out an analysis of our results
by expert linguists.

The analysis was carried out in two ways: (1) where the
USL approach ran automatically and (2) a linguistic evalua-
tion of the quality of a subpart of the results obtained.Thefirst

task was to obtain sentiment lexicons available on the web
validated by universities using the FocusedCrawlerEngine
and two sentiment lexicons developed by our research group
Communication in Specialized Domains were added.

The knowledge base of sentiment lexicons has been
described in Section 3.1.

Figure 1 shows a partial view of the content of each of
them: the Bing Liu sentiment lexicon appears in two files,
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Figure 1: Input of USL approach.
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Figure 2: Architecture of USL approach.

as shown in Figure 1(a) and Figure 1(b); the Pan Ameri-
can sentiment lexicon is in Figure 1(c); SentiWordNet is in
Figure 1(d); NTU Sentiment Dictionary separates into pos-
itive and negative, as shown in Figures 1(e) and 1(f); MPQA
lexicon is in Figure 1(g); and Spanish Travel Subjective Lexi-
con is in Figure 1(h).

The second task was to filter those lexical entries that
do not appear at least in two of the sentiment lexicons. The
process has been described in Section 4, and an architectural
view of the USL is displayed in Figure 2.

As a result, we obtained a total number of lexical entries
for each sentiment lexicon: Bing Liu sentiment lexicon
has 6789; MPQA lexicon contains 8221; NTU Sentiment
Dictionary has 11088; PanAmerican has 16383; SentiWordNet
has 111,711; and Spanish Travel Subjective Lexicon has 1610.
The rate of each of them is displayed in Figure 3.

SentiWordNet is the lexicon with the highest number of
lexical entries marked with positive polarity (12080 lexical
entries); Spanish Travel Subjective Lexicon has the lowest
(857 lexical entries), as shown in Figure 4(a). Bing Liu
sentiment lexicon has 2006; MPQA lexicon has 2721; NTU
Sentiment Dictionary has 2812; and Pan American sentiment
lexicon has 6083.

In the case of neutral polarity, SentiWordNet stands out
in the figure because an important subset of lexical entries
(88564) has 0.0 as a strength of polarity. However, not all
the sentiment lexicons assessed have neutral polarity, for
example, Bing Liu sentiment lexicon, Spanish Travel Subjec-
tive Lexicon, andNTU Sentiment Dictionary; MPQA has 571

BingLiu
MPQA
NTUSD

PanAmerican
SentiWordNet
Travel

4.36%
5.28%

7.12%

10.46%

71.75%

1.03%

Figure 3: Rate of lexical entries total by sentiment lexicon.

and PanAmerican sentiment lexicon has 5000, as shown in
Figure 4(b).

Figure 4(c) shows that, for negative polarity, SentiWord-
Net again has the highest number with 11067 lexical entries
and again Spanish Travel Subjective Lexicon has the lowest
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Figure 4: Number of lexical entries by polarity category for all the sentiment lexicons.

with 753. Bing Liu sentiment lexicon has 4783;MPQA lexicon
has 4913; NTU Sentiment Dictionary has 8276; and Pan-
American has 5300.

A partial result is shown in Tables 3, 4, and 5, where each
table corresponds to a cluster for each language.

For the first cluster—English—a subset of lexical entries
is shown in Table 3 and Figure 5.

Table 3 presents the lexical entry in each of the sentiment
lexicons, the processing, and in the final column the strength
of polarity of the USL.

The results are quite satisfactory although some minor
problems have been detected.These problems are mainly due
to the existence of expressions that can have both a positive
and a negative value, and only one of the values is signalled. In
the subset analysed, for instance, that is the case of the word
basic, which can sometimes have a negative value when it is
used to refer to the attributes or properties of an object or
to the quality or level as in “the hotel room was too basic.”
Another problem is the influence of the results of considering
all the lexicons for the final result.That is what happens in the
case of the word achievement.The word is correctly classified
as positive, but the degree of positiveness is too low due to
the fact that in SentiWordNet evaluates it with zero, thus
diminishing the final score.

Table 4 shows two sentiment lexicons, STSL and Pan-
American. These two lexicons have lexical entries in com-
mon, however, STSL has not assessed the strength of polarity
since it has classified them simply as positive or negative. For
that reason, after processing the data, the USL score obtains
the strength of polarity corresponding to the only sentiment
lexicon that has been assessed.

For the Chinese cluster in the first attempt of alignment
with the English language a problem arose because there
is not direct correspondence as different English words are
represented by the same Chinese symbols.

In addition only one Chinese sentiment lexicon has been
found and USL approach tries to align it with SentiWordNet
but this is only for purposes of exemplification because the
meanings and terms in each language are different as shown
in Table 5. For example, the English word courageous and the
Chinese word do not have exactly the samemeaning. Its Chi-
nese translation is an idiom which means “fuly satisfaction.”
Another case is the word severewhich in Chinese can only be
express by using the word meaning “strict.”

Another result of USL approach is OntoLexicon that was
implemented in OWL language, a portion of which is shown
in Algorithm 3.
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Figure 5: Continued.
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Figure 5: Strength of polarity for each lexical entry in Table 3 for the Unified Sentiment Lexicon, the SentyWordNet, PanAmerican, and
MPQA sentiment lexicons.

The testswere performedon aCPUprocessor Intel XEON
Hexa Core 2.50Ghz, with 64GiB of Ram and four GPUs: one
Quadro 600 card with 96 CUDACores and three Tesla C2075
cards with 448 CUDA cores.

The experiment was conducted with 10, 50, 100, 500,
1,000, 5,000, and 95,430 lexical entries, respectively. As a
result, the time was reducted to 3 times for the first set of data
as show in Figure 6.

6. Discussion

It is clear that there must be progress in the task of assessing
the quality of the linguistic resources. The above mentioned
task takes working time (hours) on the part of expert lin-
guists, but this work is needed if quality improvement is
desired. Establishing priority criteria and stages for evalu-
ating existing resources could help to implement this work
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Table 3: A partial view of the USL strength of polarity for the English cluster.

Id Lexical Intersection BingLiu MPQA SentiWordNet PanAmerican 𝛼 𝛽 𝛾 𝛿 𝜖 𝜁 USL
1 Able 𝑋 +0.45 +0.125 +0.85 𝑋 +0.4122 +0.0825 +0.7505 +1.2452 +2.459 +0.5064
2 Absolute 𝑋 +0.81 +0.5 +0.5 𝑋 +0.7419 +0.33 +0.4415 +1.5134 +2.459 +0.6154
3 Achievement 𝑋 +0.45 0 𝑋 𝑋 +0.4122 0 𝑋 +0.4122 +1.576 +0.2615
4 Basic 𝑋 +0.45 +0.25 +0.5 𝑋 +0.4122 +0.165 +0.4415 +1.0187 +2.459 +0.4142
5 Business 𝑋 𝑋 +0.8 +0.85 𝑋 𝑋 𝑋 +0.7064 +0.7064 +0.883 +0.8
6 Competition 𝑋 𝑋 0 +0.9 𝑋 𝑋 0 +0.7947 +0.7947 +1.543 +0.515
7 Danger 𝑋 −0.45 −0.625 −0.9 𝑋 −0.4122 −0.4125 −0.7947 −1.6194 −2.459 −0.6585
8 Delay 𝑋 𝑋 0 −0.8 𝑋 𝑋 0 −0.7064 −0.7064 −1.543 −0.4578
9 Demand 𝑋 −0.45 −0.25 −0.8 𝑋 −0.4122 −0.165 −0.7064 −1.2836 −2.459 −0.5220
10 Developer 𝑋 𝑋 0 +0.8 𝑋 𝑋 0 +0.7064 +0.7064 +1.543 +0.4578
11 Direction 𝑋 𝑋 0 ∗0.8 𝑋 𝑋 0 ∗0.7064 ∗0.7064 ∗1.543 ∗0.4578
12 Discover 𝑋 𝑋 0 +0.8 𝑋 𝑋 0 +0.7064 +0.7064 +1.543 +0.457
13 Donate 𝑋 𝑋 +0.625 +0.8 𝑋 𝑋 +0.4125 +0.7064 +1.1189 +1.543 +0.725
14 Efficiently 𝑋 𝑋 +0.25 +0.9 𝑋 𝑋 +0.165 +0.7947 +0.9597 +1.543 +0.6219
15 Energy 𝑋 𝑋 +0.625 +0.8 𝑋 𝑋 +0.4125 +0.7064 +1.1189 +1.543 +0.7251
16 Performance 𝑋 𝑋 +0.25 +0.9 𝑋 𝑋 +0.165 +0.7947 +0.9597 +1.543 +0.6219
17 Winner 𝑋 𝑋 +0.25 +1 𝑋 𝑋 +0.165 +0.883 +1.048 +1.543 +0.679
18 Opponent 𝑋 −0.63 −0.5 𝑋 𝑋 −0.5770 −0.33 𝑋 −0.9070 −1.576 −0.575
19 Radical 𝑋 −0.81 0 𝑋 𝑋 −0.7419 0 𝑋 −0.7419 −1.576 −0.4707
20 Restrict 𝑋 −0.35 0 𝑋 𝑋 −0.3206 0 𝑋 −0.3206 −1.576 −0.2034
21 Unimportant 𝑋 −0.81 −0.25 𝑋 𝑋 −0.7419 −0.165 𝑋 −0.906 −1.576 −0.5754
22 Worry 𝑋 −0.81 −0.5 𝑋 𝑋 −0.7419 −0.33 𝑋 −1.071 −1.576 −0.6801
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Table 4: A partial view of the USL strength of polarity for the Spanish cluster.

Id Lexical Intersection STSL PanAmerican 𝛼 𝛽 𝜖 𝜁 USL
1 Agresividad 𝑋 +0.85 𝑋 +0.7505 +0.7505 +0.883 +0.85
2 Amigo 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
3 Absurdo 𝑋 −0.9 𝑋 −0.9 −0.9 −0.883 −1.01
4 Acariciar 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
5 Cansado 𝑋 −0.8 𝑋 −0.7064 −0.7064 −0.883 −0.8
6 Caminata 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
7 Active 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
8 Celebrar 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
9 Emocionar 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
10 Descanso 𝑋 +0.8 𝑋 +0.7064 +0.7064 +0.883 +0.8
11 Equivocarse 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
12 Admirado 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
13 Aprovechar 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
14 Ayudar 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
15 Vencer 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
16 Sudar 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
17 Merecer 𝑋 +1 𝑋 +0.883 +0.883 +0.883 +1
18 Deleite 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
19 Eficaz 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
20 Empeorar 𝑋 −0.9 𝑋 −0.7947 −0.7947 −0.883 −0.9
21 Desilusion 𝑋 −0.9 𝑋 −0.7947 −0.7947 −0.883 −0.9
22 Desgracia 𝑋 −0.9 𝑋 −0.7947 −0.7947 −0.883 −0.9
23 Dudar 𝑋 −0.9 𝑋 −0.7947 −0.7947 −0.883 −0.9
24 Dolor 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
25 Erroneo 𝑋 −0.9 𝑋 −0.7947 −0.7947 −0.883 −0.9
26 Economico 𝑋 +0.9 𝑋 +0.7947 +0.7947 +0.883 +0.9
27 Atacar 𝑋 −0.9 𝑋 −0.7947 −0.7947 −0.883 −0.9
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<owl:NamedIndividual rdf:ID="variedad">

<rdf:type rdf:resource="#PositiveNouns"/>

</owl:NamedIndividual>

<owl:NamedIndividual rdf:ID="corrupcion">

<rdf:type rdf:resource="#NegativeNouns"/>

</owl:NamedIndividual>

<owl:NamedIndividual rdf:ID="generoso">

<rdf:type rdf:resource="#PositiveAdjectives"/>

</owl:NamedIndividual>

<owl:NamedIndividual rdf:ID="obeso">

<rdf:type rdf:resource="#NegativeAdjectives"/>

</owl:NamedIndividual>

<owl:NamedIndividual rdf:ID="tranquilizar">

<rdf:type rdf:resource="#PositiveVerbs"/>

</owl:NamedIndividual>

<owl:NamedIndividual rdf:ID="increpar">

<rdf:type rdf:resource="#NegativeVerbs"/>

</owl:NamedIndividual>

<owl:NamedIndividual rdf:ID="a faltar">

<rdf:type rdf:resource="#NegativeAdverbs"/>

</owl:NamedIndividual>

<owl:NamedIndividual rdf:ID="por fortuna">

<rdf:type rdf:resource="#PositiveAdverbs"/>

</owl:NamedIndividual>

Algorithm 3

Table 5: A partial view of the USL strength of polarity for the Chinese Cluster.

Id Lexical Intersection NTUSD SentiWordNet 𝛼 𝛽 𝜖 𝜁 USL
1 (courageous) 𝑋 +0.375 𝑋 +0.3311 +0.3311 +0.883 0.375
2 (content) 𝑋 +0.45 +0.125 +0.85 X +0.4122 +0.5064
3 (agreement) 𝑋 0 𝑋 +0.9 +0.9 +0.883 +1.019
4 (perfection) 𝑋 −0.5 𝑋 −0.4415 −0.4415 −0.883 −0.5
5 (philosopher) 𝑋 0 𝑋 0 0 0.883 0.0
6 (difficulty) 𝑋 −0.5 𝑋 −0.4415 −0.4415 −0.883 −0.5
7 (sublime) 𝑋 +0.625 𝑋 +0.5518 +0.5518 +0.883 +0.625
8 (fabulous) 𝑋 +0.875 𝑋 +0.772 +0.772 +0.883 +0.875
9 (endeavour) 𝑋 0 𝑋 0 0 0.883 0
10 (good) 𝑋 +0.625 𝑋 +0.5518 +0.5518 +0.883 +0.625
11 (welcome) 𝑋 +0.5 𝑋 +0.4415 +0.4415 +0.883 +0.5
12 (praise) 𝑋 0 𝑋 0 0 0.883 0
13 (severe) 𝑋 −0.625 𝑋 −0.5528 −0.5518 0.883 −0.625
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Figure 6: Number of gain at different scales of lexical entries.

realistically. If multilinguality is an aim then lexical resources
in more languages need to be developed.

7. Conclusion and Future Work

We show that it is possible to unify the sentiment lexicons
available on the web and align and expand them automat-
ically. Our USL approach reuses the research work carried
out by universities such as Illinois, Pittsburg, The Institute of
Information Science, Taiwan, Istituto di Scienza e Tecnologie
dellÍnformazione, and Universidad Politécnica de Madrid.
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These sentiment lexicons have been essential for the imple-
mentation of the Unified Sentiment Lexicon. Our aim is to
establish the USL as a standard that could be enriched and
used by the whole community in the future.

The results of the USL approach are (a) the Unified Senti-
ment Lexicon and (b)OntoLexicon.Using parallel processing
for the calculation of strength of polarity for each lexical
entry, the USL approach accelerated the runtime by 300%.
USL approach avoids hard disk operations and distributes
the calculation of the USL metric over 1536 processors doing
operations directly in GPU memory. The unification was
carried out bymeans of providing a single strength of polarity
for each lexical entry; this value must be present at least
in one intersection in two or more sentiment lexicons in
the same cluster. Compared with previous work, the major
contributions of this paper are the following.

(i) A knowledge base of four sentiment lexicons (Bing
Liu sentiment lexicon; MPQA; NTU Sentiment Dic-
tionary; and SentiWordNet) has been unified auto-
matically, grouped into three clusters—English, Span-
ish, and Chinese. In the final version Portuguese was
not included because there are not enough sentiment
lexicons available.

(ii) The USL approach computes a unified strength of
polarity which was validated by experts.

(iii) The USL were expanded, with two additional senti-
ment lexicons that were developed by our research
group, Communication in SpecializedDomains: Pan-
American sentiment lexicon and Spanish Travel Sub-
jective Lexicon.

(iv) The task of strength of polarity unification uses par-
allel processing to compute each lexical entry with
GPUs.

(v) USL computing time was accelerated 300% in data
processing.

(vi) The robustness of the Unified Sentiment Lexicon was
proven with 35201 positive, 38200 neutral, and 22029
negative lexical entries.

(vii) A uniformknowledge representation of the sentiment
lexicon was made with OntoLexicon in OWL lan-
guage.

Future work will involve proving the second research
question: is it possible to transform a Unified Sentiment Lex-
icon into a generative lexicon based on a core ontology? We
already have the core ontology; however, we need to trans-
form this into amore generative lexicon. In addition, we need
to extend the USL to other languages and domains, with the
aim of having a unified linguistic resource to facilitate the task
of subjective annotation both on the web and out of it.
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