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This paper focuses on the optimization of an internal coordinated procurement logistics system in a steel group and the decision on the coordinated procurement strategy by minimizing the logistics costs. Considering the coordinated procurement strategy and the procurement logistics costs, the aim of the optimization model was to maximize the degree of quality satisfaction and to minimize the procurement logistics costs. The model was transformed into a single-objective model and solved using a simulated annealing algorithm. In the algorithm, the supplier of each subsidiary was selected according to the evaluation result for independent procurement. Finally, the effect of different parameters on the coordinated procurement strategy was analysed. The results showed that the coordinated strategy can clearly save procurement costs; that the strategy appears to be more cooperative when the quality requirement is not stricter; and that the coordinated costs have a strong effect on the coordinated procurement strategy.

This paper is dedicated to the memory of our best friend, Dr. Zhuqiang Qiu

1. Introduction

According to their scope, coordinated procurement logistics can be divided into two forms: internal coordinated procurement and enterprise alliance coordinated procurement. In recent years, through eliminating outdated production capacity and merging and reorganizing between corporations, China’s steel industry has achieved the scale production. However, the advantage of large = scale economies has not been brought into full play, and the internal logistics system between subsidiaries lacks integral coordination.

China’s steel industry output accounted for 4% of GDP. The coordinated logistics of this industry shows the following relevant characteristics.

(1) Industry characteristics: the main raw materials for steel enterprises are iron ore, scrap steel, coke, coking coal, and so on. There are obvious homogeneity and substitutability requirements, which provide the operation space for coordinated procurement management.

(2) The competitive environment of the raw material market: the iron ore, coal, and other major upstream industries have a higher industrial concentration than the steel industry, so the whole steel industry faces a relatively unfavourable situation for the negotiation of the prices of raw materials. There is a high correlation between the logistics procurement cost and the degree of synergy of the steel industry.

(3) The resources and industrial layout of China’s steel industry: the demand for steel and the distribution of resources in the various regions of China are not balanced, and this leads to a high cost of steel circulation and a low circulation efficiency. Steel production in 2012 was 716.54 million tons, but the total transportation volume of raw materials and steel product was at least 1 billion tons. Collaboration and the integration of procurement logistics are beneficial
for the steel industry, allowing it to reduce circulation costs significantly and improve market competitiveness.

Increasing the level of coordinated logistics procurement and reducing the production costs of the industry have therefore become a key strategy for the survival and development of China's steel industry.

2. Literature Review

Looking at the procurement logistics for a single steel enterprise, Roy and Guin [1] built a conceptual model of just-in-time purchasing for a steel company in India. They considered the identification and classification of raw material, supplier availability, and goods consolidation of distribution outlets. For the raw material procurement of a large steel plant, considering three main factors (the selection of raw material model, supplier, and order quantity), Gao and Tang [2] constructed a multiple objective linear programming (MOLP) model for procurement decisions. Haifeez and colleagues [3] considered factors such as human resources, organization, and technology, using the dynamic structure of the integrated system, and described a two-level steel supply chain that achieves a minimized inventory level under the condition of capacity constraints and limits on raw material procurement lead time.

By analysing the procurement policy for iron ore and coke of Japanese steel enterprises in the late twentieth century, Chang [4] argued that changing technology and institutional structure made Japanese procurement decisions more consistent and that this laid the foundations for coordinated procurement between enterprises. Potter et al. [5] made a thorough study of the development process of the British steel supply chain from the traditional mode to the integrated mode in the twentieth century and analysed in detail the impact of the changes on inventory, ordering lead time, and asset utilization. Faes et al. [6] considered that coordinated procurement can lead to a better internal exchange of information, an improved market negotiation strategy, significant cost savings, a greater impact on the monopoly market, and a better understanding of the market and cost structure. Akkermans et al. [7] established a theoretical model for coordination and studied the important effects of non-technological factors on achieving synergy. Essig [8] found that coordinated procurement can reduce transaction costs, allow a lower purchase price to be obtained, and lead to a more efficient use of procurement staff. Bishop [9] showed that coordinated procurement can lead to the integration of the purchase process, better continuity and coordination, and economies of scale. Tella and Virolainen [10] argued that coordinated procurement members wanted to reduce their procurement costs and achieve lower management costs, lower logistics costs, and higher mobility of the inventory. Helo [11] proved that demand coordination was important for improving the capacity of the supply chain.

Türkay et al. [12] established a model and made a quantitative analysis of the cooperation between businesses in the chemical industry. Kraljic's [13] model briefly described the procurement strategy for different materials from the perspective of the profit impact and supply risk involved in procurement. Fu and Piplani [14] established a model that evaluated supplier coordination based on inventory to simulate and assess distributors’ performance before and after coordination. The calculations showed that the coordination of suppliers can improve the performance of the whole supply chain. Keskinocak and Savaşaneril [15] used a game theory method to study the coordinated procurement of two competing purchasers. Goyal and Satir [16] used an indirect group strategy to seek a combination of the optimal basic cycle and order frequency to make the total relevant cost a minimum, to achieve optimization of multispecies coordinated procurement. Federgruen and Zheng [17] adopted a direct group strategy and used a heuristic algorithm to optimize the coordinated procurement. Chakravarty and Goyal [18] adopted a dependent and group strategy and used dynamic programming to optimize coordinated procurement. Gurnani [19] studied the design of a supplier quantity discount programme, which is the coordinated procurement of two heterogeneous buyers with different requirement processes and cost parameters. For multiperiod multiproduct batch procurement, Lu et al. [20] established a mixed integer programming model with a constraint on transport capacity and variable transport price, which determined the optimal procurement quantity, by using the Lagrange relaxation theory. Xiang et al. [21] assumed that a group regularly orders and intensively purchases, under the condition of independent demand, from the subsidiaries in a group company and established an optimal order quantity model.

This paper studies the optimization of a group's internal coordinated procurement logistics, when combined with the characteristics of the raw material procurement logistics of steel enterprises. Comparing with other studies, we take the full logistics cost of coordinated procurement strategy and the quality of demand into account in the coordinated procurement problem. On the basis of the optimization model in [22], this paper improves the solution algorithm and analyzes the effect of different parameters on the coordinated procurement strategy.

The rest of the paper is organized as follows. Section 3 presents a brief description of optimization model. In Section 4, we describe our approach in solution algorithm. The base example and its results are shown in Section 5. Results under the conditions of different parameters are analysed in Section 6. Lastly, the conclusions of our findings are summarized in Section 7.

3. Optimization Model

This paper studies the CPS of a steel group company that is equipped with a coordinated procurement department and has m subsidiaries (or similar procurement entities). The set of subsidiaries is \( I = \{i, i = 1, \ldots, m\} \), and the order quantity of raw materials is \( Q_i \) during a period of length \( t \). For simplicity, we assume that all subsidiaries in the coordinated procurement alliance have the same purchase frequency.
In the supply market, there are \( n \) suppliers providing the raw materials; the set of suppliers is \( J = \{ j, j = 1, \ldots, n \} \). We introduce \( \gamma(i, j) \), the quality satisfaction degree (QSD) of subsidiary \( i \) for the raw material provided by supplier \( j \), where \( \gamma(i, j) \in [0, 1], i = 1, \ldots, m, j = 1, \ldots, n \). That is,

\[
\gamma(i, j) \geq \gamma_0(i), \quad i = 1, \ldots, m, j = 1, \ldots, n
\]  

(1)

where \( \gamma_0(i) \) is the basic requirement of subsidiary \( i \) for raw materials.

The CPS is to procure raw materials for all or some of the subsidiaries by the coordinated procurement department. It can be expressed as \( \pi = \{ \pi_k = (I_k \leftrightarrow j_k) \mid I_k \subset J, j_k \in J \} \), where \( \pi_k \) is a sub-CPS of the CPS, namely, the supply relationship between the set of subsidiaries \( I_k \) and the supplier \( j_k \). We introduce

\[
\delta_k = \begin{cases} 
1 & |I_k| \geq 2, \pi_k \in \pi \\
0 & |I_k| = 1, \pi_k \in \pi
\end{cases}
\]  

(2)

where \( |I_k| \) is the number of the subsidiaries in \( I_k \), for sub-CPS \( \pi_k \). When \( \delta_k = 1 \), the CPS should be adopted; when \( \delta_k = 0 \), the independent procurement strategy (IPS) should not be followed.

The sub-CPS should satisfy

\[
I_k \cap I_k = \emptyset \quad \pi_k, \pi_k \in \pi
\]  

(3)

\[
\bigcup_{\pi_k \in \pi} I_k = I
\]  

(4)

\[
Q(\pi_k) = \bigcup_{i \in I_k} Q_i \quad \pi_k \in \pi
\]  

(5)

where \( Q(\pi_k) \) is the ordering quantity of raw material for the sub-CPS \( \pi_k \).

Coordinated logistics procurement costs include order preparation costs, storage costs, purchase costs, and transportation costs.

Let \( c^d \) be the order preparation cost of one batch, \( q_k \) the order quantity of one batch, and \( c^t \) the storage cost per unit of raw materials in the coordinated procurement.

The supply price \( p_k \) and the unit transportation cost \( q_k \) of a sub-CPS \( \pi_k \) are, respectively,

\[
P_k = p_{j_k} - rq_k
\]  

(6)

\[
C^p_k = C^p_0 - C^t q_k
\]  

(7)

where \( p_{j_k} \) and \( r \), respectively, refer to the initial price and the discount coefficient, \( p_{j_k} > 0 \) and \( r \geq 0 \); \( C^p_0 \) and \( C^t \) refer to the parameters of the transportation cost, \( C^p_0 > 0 \) and \( C^t \geq 0 \).

In contrast to independent procurement strategy (IPS), the additional coordination costs \( C^0(0 > 0) \) need to be paid in CPS.

Thus, the total logistics costs for sub-CPS \( \pi_k \) are

\[
C_k = C^0 \delta_k + Q(\pi_k) l_{j_k} + Q(\pi_k) p_k
\]  

(8)

Then the optimum order quantity and the optimal cost of \( \pi_k \) are, respectively,

\[
q^*_k = \frac{c^d Q(\pi_k)}{\left( t(2) c^t - C^t l_{j_k} Q(\pi_k) - r Q(\pi_k) \right)^2}
\]

(9)

\[
C^*_k = C^0 \delta_k + Q(\pi_k) (C^p_0 l_{j_k} + p_{j_k})
\]

\[
+ 2 \sqrt{\frac{t}{2} c^d c^t Q(\pi_k) - (C^t l_{j_k} + r) [Q(\pi_k)]^2}
\]

(10)

The above-described situation can, in accordance with Xiao and Qiu [22], be formulated as a multiobjective optimization model as follows:

\[
\max \quad F_1 = \sum_{\pi_k \in \pi} \sum_{i \in \pi_k} \gamma(i, j)
\]  

(11)

\[
\max \quad F_2 = \sum_{\pi_k \in \pi} C_k
\]  

(12)

s.t. Formations (1), (3), (4), and (5).

In this model, the objective function equation (10) is to maximize the QSD for the aggregated demand; the objective function equation (11) is to minimize total procurement cost when all sub-CPSs take the most economic order quantity.

### 4. Solution Algorithm

In order to solve the multiobjective model, we introduce a balancing factor \( \alpha (0 \leq \alpha \leq 1) \) of the QSD of total demand, to balance the two objectives. Then the objectives are transformed into the following:

\[
\max F = \alpha \sum_{\pi_k \in \pi} \sum_{i \in \pi_k} \gamma(i, j) + \frac{(1 - \alpha) \beta}{\sum_{\pi_k \in \pi} C_k},
\]  

(13)

where \( \beta \) is the cost conversion coefficient of \( F_2 \).

In order to obtain the optimal solution of the global situation, we use an intelligent optimization algorithm, the simulated annealing (SA) algorithm.

The annealing schedule of the SA algorithm refers to a set of process parameters used to control the algorithm, including the generation of a neighbourhood solution, the control of temperature, the number of iterations at each temperature, and the termination rule.

Since sub-CPS \( \pi_k \) stands for the supplier relationship between the subsidiary sets \( I_k \) and the supplier \( j_k \), we can adopt a certain rule to select the supplier for each subsidiary; the subsidiaries which select the same supplier and their chosen supplier are composed of the sub-CPS \( \pi_k \). Automatically the CPS, based on the above initial solution generation method, satisfies the constraints (3) and (4).

According to the objective function, we can select suppliers as follows. For \( i \in I \), let its set of alternative suppliers be \( J_i = \{ j \mid \gamma(i, j) \geq \gamma_0(i) \}. \forall j \in J_i \), a sub-CPS which consists
of $i$ and $j$ separately, is defined as $\pi(i, j) = \{(i \leftrightarrow j)\}$. The objective function of this sub-CPS is

$$F(i, j) = \alpha \sum_{\pi(i, j)} \gamma(i, j) + (\alpha - 1) \sum_{\pi(i, j)} \frac{1}{C^*_{\pi(i, j)}}.$$  \hspace{1cm} (14)

Then, we choose a supplier $j$ from $I_i$ according to a selection probability $\varphi(i, j)$, which is

$$\varphi(i, j) = \frac{F(i, j)}{\sum_{j' \in I_i} F(i, j')}.$$ \hspace{1cm} (15)

According to (15) we select the corresponding supplier for each $i \in I$ and merge the sub-CPSs for the same supplier into a new sub-CPS. The definition of $I_i$ ensures that all sub-CPSs satisfy the constraint (I) and are feasible.

On the basis of the above analysis, the algorithm is as follows.

**Step 0.** Initialize. Set the initial temperature to $T_0$, the current temperature $T = T_0$, the current iterations $h = 1$, the optimal solution $\pi_{opt} = \Phi$, and the objective function $F_{opt} = \infty$. Use (15) to calculate $\varphi(i, j)$, $\forall i \in I, j \in J$.

**Step 1.** Randomly generate a sub-CPS $\pi_i$, $\forall i \in I$.

**Step 2.** Calculate the objective function value $F_i$ of each sub-CPS $\pi_i$ using (13).

**Step 3.** Update the current solution according to the Metropolis criterion: if $F < F_{opt}$, let $\pi_{opt} = \pi_0$ and $F_{opt} = F$; otherwise randomly generate a numerical value $\rho$ in $(0, 1)$ and if $\rho < \exp(-(F - F_{opt})/T_1)$, then set $\pi_{opt} = \pi_0$, $F_{opt} = F$. Otherwise the neighbourhood solution is refused.

**Step 4.** Judge the number of iterations at the same temperature. The number of iterations at each temperature is restricted by the lower limit of iterations $L$, the accepting rate, $\delta$, of the neighborhood solution, and the upper limit $H$.

If the iterations satisfy the restrictions, then set $h = h + 1$ and move to Step 1; otherwise stop the iterations at the same temperature and move to Step 5.

**Step 5.** Judge the convergence rule which is a minimum temperature $T_f$. If it is not satisfied, then update the current temperature $T = \varepsilon T$, where $\varepsilon$ is a constant close to 1 and move to Step 1; otherwise terminate the algorithm and output the optimal solutions $\pi_{opt}$ and $F_{opt}$.

5. **Example Analysis**

5.1. **The Base Example.** A steel group company has four subsidiary companies: $i_1, i_2, i_3$, and $i_4$. A certain raw material is offered by five suppliers: $j_1, j_2, j_3, j_4$, and $j_5$. The coordinated cost of coordinated procurement $C^*_0 = 10000$. The transportation cost coefficient $C^*_T = 2, C^*_P = 0.001$. The order price discount coefficient $r = 0.01$. The preparation cost of each batch order $\delta^r = 50$. The unit storage cost for the raw materials $\delta^s = 10$.

<table>
<thead>
<tr>
<th>Subsidiary</th>
<th>$\gamma_0(i)$</th>
<th>Demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_1$</td>
<td>0.60</td>
<td>350</td>
</tr>
<tr>
<td>$i_2$</td>
<td>0.65</td>
<td>410</td>
</tr>
<tr>
<td>$i_3$</td>
<td>0.62</td>
<td>220</td>
</tr>
<tr>
<td>$i_4$</td>
<td>0.70</td>
<td>190</td>
</tr>
</tbody>
</table>

Table 1: Demand of subsidiaries.

<table>
<thead>
<tr>
<th>Supplier</th>
<th>$j_1$</th>
<th>$j_2$</th>
<th>$j_3$</th>
<th>$j_4$</th>
<th>$j_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transportation distance</td>
<td>1200</td>
<td>1000</td>
<td>1500</td>
<td>1800</td>
<td>1300</td>
</tr>
<tr>
<td>Initial price</td>
<td>35</td>
<td>36</td>
<td>30</td>
<td>1800</td>
<td>1300</td>
</tr>
</tbody>
</table>

Table 2: Transportation distance and initial price.

<table>
<thead>
<tr>
<th>Subsidiary</th>
<th>$\pi^*(i)$</th>
<th>$q_i$</th>
<th>$\bar{y}_i$</th>
<th>$C^*_i$</th>
<th>$\bar{C}^*_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_1$</td>
<td>190</td>
<td>2.75</td>
<td>0.940</td>
<td>0.53 * 10^6</td>
<td></td>
</tr>
<tr>
<td>$i_2$</td>
<td>980</td>
<td>10.78</td>
<td>0.907</td>
<td>2.34 * 10^7</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: QSD of suppliers.

<table>
<thead>
<tr>
<th>Subsidiary</th>
<th>$\pi^*(i)$</th>
<th>$q_i$</th>
<th>$\bar{y}_i$</th>
<th>$C^*_i$</th>
<th>$\bar{C}^*_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_1$</td>
<td>190</td>
<td>2.75</td>
<td>0.940</td>
<td>0.53 * 10^6</td>
<td></td>
</tr>
<tr>
<td>$i_2$</td>
<td>350</td>
<td>3.96</td>
<td>0.92</td>
<td>0.83 * 10^7</td>
<td></td>
</tr>
<tr>
<td>$i_3$</td>
<td>220</td>
<td>3.10</td>
<td>0.87</td>
<td>0.73 * 10^6</td>
<td></td>
</tr>
<tr>
<td>$i_4$</td>
<td>410</td>
<td>4.70</td>
<td>0.95</td>
<td>1.23 * 10^6</td>
<td></td>
</tr>
<tr>
<td>$i_5$</td>
<td>410</td>
<td>4.70</td>
<td>0.95</td>
<td>1.23 * 10^6</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Sub-CPSs for the base example.

In the period of $t = 300$ days, the quantity and quality of the raw materials required are as set out in Table 1. The transportation distance from the suppliers to the steel group and the initial price are as set out in Table 2. The QSD of the suppliers’ products to meet the needs of subsidiaries are as set out in Table 3.

5.2. **The Results.** Using the balance factors for the demand satisfaction degree $\alpha = 0.7$ and $\beta = 10e^6$, we get the CPS $\pi = \{(i_1 \leftrightarrow j_1), \pi_2 = (i_2 \leftrightarrow j_2), \pi_3 = (i_3 \leftrightarrow j_3), \pi_4 = (i_4 \leftrightarrow j_4)\}$, and the optimal objective function value is 3.60758. This CPS and its sub-CPSs are seen in Figure 1 and Table 4, respectively. When we do not adopt the CPS, the optimal independent procurement strategy (IPS) $\pi = \{\pi_1 = (i_1 \leftrightarrow j_1), \pi_2 = (i_2 \leftrightarrow j_2), \pi_3 = (i_3 \leftrightarrow j_3), \pi_4 = (i_4 \leftrightarrow j_4)\}$, and the optimal objective function value $C = 3.47748$. This procurement strategy and its subpolicy are shown in Figure 2 and Table 5, respectively. Compared with the IPS, the optimal objective function value of the CPS is 3.74% higher. On the premise that
the procurement quality is met, the procurement cost drops remarkably.

5.3. Analysis of Solving Efficiency. During the solving of the base example, when the number of iterations is increased, the optimal solution varies as shown in Figure 3. As we can see, this algorithm has a good effect and can quickly converge to the optimal solution. The convergence speed and solution quality are both very satisfactory.

6. Results under Other Conditions

Several factors, including the subsidiaries’ requirements for the quality of the raw materials, the supply characteristics of the products in the market, the procurement cost structure, and the balance factor α, together have an influence on the CPS. Here, using the base example, we analyse the results when various factors are changed.

6.1. The Results with a Uniform QSD Condition. In order to find the influence of QSD on the CPS, we take a uniform QSD for each supplier, as set out in Table 6.

We get the optimal CPS \( \pi = \{(i_1, i_2, i_3, i_4) \leftrightarrow j_2\} \), and the optimal objective function value \( C = 3.65136 \). The results and the specific procurement are shown in Figure 4 and Table 7. Compared with the base example, the optimal objective function value under the uniform QSD condition is increased by 1.21%, and the CPS has an advantage in terms of economies of scale.

6.2. Effects of the Supply Price Discount on the CPS. In this section we analyse the effects of the discount coefficient \( r \) on the CPS. The supply price decreases when the order quantity increases, as (6) shows. However, the raw materials for a steel company are both huge in quantity and low in price; the low discount can be provided. When \( r = [0,0.25] \), the CPSs are the same; \( \pi = \{(i_1, i_2, i_3, i_4) \leftrightarrow j_2\} \). The average QSDs of sub-CPSs \( \pi_1 \) and \( \pi_2 \) are 0.94 and 0.907, respectively, and the order quantities are \( Q(\pi_1) = 190 \) and \( Q(\pi_2) = 980 \), respectively. The objective function values of the CPSs are a little different, with \( C = 3.60756 \) when \( r = 0 \) and \( C = 3.60761 \) when \( r = 0.25 \). However, the discount coefficient \( r \) has an obvious effect on the order quantity of the

Table 6: Sub-CPs under uniform QSD.

<table>
<thead>
<tr>
<th>Subsidiary</th>
<th>( j_1 )</th>
<th>( j_2 )</th>
<th>( j_3 )</th>
<th>( j_4 )</th>
<th>( j_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i_1 )</td>
<td>0.95</td>
<td>0.92</td>
<td>0.87</td>
<td>0.82</td>
<td>0.85</td>
</tr>
<tr>
<td>( i_2 )</td>
<td>0.95</td>
<td>0.92</td>
<td>0.87</td>
<td>0.82</td>
<td>0.85</td>
</tr>
<tr>
<td>( i_3 )</td>
<td>0.95</td>
<td>0.92</td>
<td>0.87</td>
<td>0.82</td>
<td>0.85</td>
</tr>
<tr>
<td>( i_4 )</td>
<td>0.95</td>
<td>0.92</td>
<td>0.87</td>
<td>0.82</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 7: Sub-CPs under uniform QSD.

<table>
<thead>
<tr>
<th>( \pi_1 )</th>
<th>( Q(\pi_1) )</th>
<th>( q_i )</th>
<th>( \bar{p}_i )</th>
<th>( C_i^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi_1 )</td>
<td>1170</td>
<td>16.57</td>
<td>0.92</td>
<td>2.79 * 10^6</td>
</tr>
<tr>
<td>( \pi_2 )</td>
<td>980</td>
<td>10.77</td>
<td>0.907</td>
<td>2.35 * 10^6</td>
</tr>
</tbody>
</table>

Table 8: Sub-CPs under \( C_0 = 0 \).

<table>
<thead>
<tr>
<th>( \pi_1 )</th>
<th>( Q(\pi_1) )</th>
<th>( q_i )</th>
<th>( \bar{p}_i )</th>
<th>( C_i^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi_1 )</td>
<td>1170</td>
<td>16.57</td>
<td>0.90</td>
<td>2.79 * 10^6</td>
</tr>
<tr>
<td>( \pi_2 )</td>
<td>980</td>
<td>10.77</td>
<td>0.907</td>
<td>2.35 * 10^6</td>
</tr>
</tbody>
</table>
Table 9: Optimal CPSs under different balance factors.

<table>
<thead>
<tr>
<th>α</th>
<th>π</th>
<th>Q_k</th>
<th>q_k</th>
<th>γ_k</th>
<th>C_k (10^4)</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>π = [(i_1, i_2, i_3, i_4) ↔ j_2)]</td>
<td>1170</td>
<td>16.5725</td>
<td>0.9</td>
<td>2.78977</td>
<td>3.58452</td>
</tr>
<tr>
<td>0.2</td>
<td>π = [(i_1, i_2, i_3, i_4) ↔ j_2)]</td>
<td>1170</td>
<td>16.5725</td>
<td>0.9</td>
<td>2.78977</td>
<td>3.58762</td>
</tr>
<tr>
<td>0.4</td>
<td>π = [(i_1, i_2, i_3, i_4) ↔ j_2)]</td>
<td>1170</td>
<td>16.5725</td>
<td>0.9</td>
<td>2.78977</td>
<td>3.59071</td>
</tr>
<tr>
<td>0.6</td>
<td>π = [(i_1, i_2, i_3, i_4) ↔ j_2)]</td>
<td>1170</td>
<td>16.5725</td>
<td>0.9</td>
<td>2.78977</td>
<td>3.59381</td>
</tr>
<tr>
<td>0.8</td>
<td>π = (i_4 ↔ j_1)</td>
<td>190</td>
<td>2.75351</td>
<td>0.94</td>
<td>0.5294</td>
<td>3.62505</td>
</tr>
<tr>
<td>1.0</td>
<td>π = (i_1 ↔ j_4)</td>
<td>350</td>
<td>4.578</td>
<td>0.95</td>
<td>1.37965</td>
<td>3.7100</td>
</tr>
</tbody>
</table>

The coordinated costs reflect the operation and the coordinated level of the coordinated procurement department in the group company. Compared with a sub-CPS π_k = π(I_k, j), the sub-IPPs are composed of each of the subsidiaries i ∈ I_k and the supplier j; the difference between the logistics costs of the CPS and the IPS is expressed as

\[
\Delta C^* = C_0 \delta_k + 2 \sqrt{\frac{t}{2} c^d c^r \sum_{i \in I_k} Q_i - c^d (C y j_k + r) \left[ \sum_{i \in I_k} Q_i \right]^2} 
- \sum_{i \in I_k} 2 \sqrt{\frac{t}{2} c^d c^r Q_i - c^d (C y j_k + r) Q_i^2}.
\]

From (16), we can see that coordinated costs have a direct effect on the CPS and that \(\Delta C^*_k \geq 0\) is a necessary condition for accepting the CPS. \(C_0 = 0\) is an ideal situation with the corresponding CPS \(\pi = \{ \pi_1 = (\{i_1, i_2, i_3, i_4\} \leftrightarrow j_2) \} \) and objective function value \(C = 3.599\), and the sub-CPSs are shown in Table 8. Although the CPS when \(C_0 = 0\) is still the same as in the base sample, there are some savings in procurement costs.

However, when \(C_0 \geq 400000\), the optimal CPS tends to disintegrate. Every subsidiary company has its own supplier and the CPS is similar to the one shown in Figure 2.
consider the QSD. With different values of $\alpha$, the CPS varies, as shown in Table 9.

When $\alpha$ is smaller, the purchase logistics of the subsidiaries tend to lead to a higher degree of coordination, and the procurement costs are lower; when $\alpha = 0.8$, the CPS shows evidence of disintegration; and when $\alpha = 1.0$, every subsidiary purchases its own materials from its own suppliers.

7. Conclusions

This paper focused on the optimization of coordinated procurement logistics for a steel group. A simulated annealing algorithm was used to solve this problem. From our analysis of the numerical sample, we can draw the following conclusions.

(1) The CPS can adapt better than the IPS to the internal procurement logistics of the steel company and bring a significant saving in procurement costs.

(2) When the QSD for the quality of the material is not too high or there is no difference between the materials or they are substitutable in the market, the CPS appears to be highly cooperative.

(3) Coordinated costs have a strong effect on the CPS, so a highly advanced coordinated procurement system is the basis for building a significantly efficient coordinated procurement strategy.
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