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Consensus of continuous-time single-integrator multiagent systems with inherent nonlinear dynamics and measurement noises is addressed in this paper. The consensus controller is developed for directed interaction topologies. Each agent's control input is constructed based on its own state and its neighbors' states corrupted by noises. The control input contains a time-varying consensus gain in order to attenuate the noises. Conditions for ensuring mean square convergence under noisy measurement and asymptotic convergence in the noise-free case are derived. Finally, some simulations were carried out to show the effectiveness of our control law and how it can solve the consensus problem.

1. Introduction

Over the last few years, there has been a considerable interest in the study of distributed cooperative control in multiagent systems. On one hand, this is mainly due to the advantages provided by cooperative control such as higher robustness, efficiency, accuracy, and speed in accomplishing tasks in comparison to single agent. On other hand, it is because of its widespread applications in real world such as exploration [1], mapping of unknown or partially known environment [2], distributed sensor fusion and localization [3], transportation [4], and hazardous cleaning labors [5].

As a fundamental research field in distributed cooperative control, consensus becomes an attractive one. Consensus simply means a group of agents exchanging information between them to reach some common states; under this definition, consensus can be classified into two main categories: leaderless consensus in the case when there is no group reference trajectory known by the team's members [6, 7] and leader-following consensus when a virtual or physical leader exists in the team [8–10].

An important point can be remarked on the distributed consensus controllers mentioned in [6–10] and most of references therein, that the inherent nonlinearity is not considered in the agent's model. In fact, inherent nonlinear dynamics exists in wide class of practical systems, such as friction characterizing the dynamics in the absence of any control input. Inherent nonlinear dynamics was well studied from the aspect of synchronization in complex networks [11] and references therein. Recently, inherent nonlinear dynamics received an intensive attention in the studies of consensus problem. References [12, 13] studied the consensus in directed networks for single-integrators agents with inherent dynamics. Reference [14] studied a finite time consensus control for single-integrator under undirected topologies. Reference [15] proposed a finite time consensus control for single-integrator kinematics with unknown inherent nonlinear dynamics under directed interaction topologies. Second-order consensus with inherent nonlinear dynamics under undirected topology was handled in [16], and second-integrators dynamics with inherent nonlinear dynamics under directed topologies was also investigated in [13, 17]. In [18], the higher-order dynamics with inherent nonlinear dynamics was addressed.

The above-mentioned references which deal with inherent nonlinear dynamics showed the necessary and sufficient conditions under which the consensus is reached, and
the final consensus value depends on initial values or satisfies certain dynamics. To regulate the final states of agents on a desired one, some consensus tracking controllers were developed to make a group of agents converge to a common destination or follow a predefined reference trajectory. Reference [19] investigated the consensus tracking for single-integrator dynamics with inherent nonlinear dynamics under fixed communication topology, and tracking consensus was achieved only with the position’s measurement of the neighbors and the virtual leader. In [20] and based on sliding mode theory, a finite time consensus tracking for single-integrator dynamics with inherent nonlinear under fixed topologies was addressed, with the constraint that all the followers should have access to the leader. Reference [21] proposed a second-order leader-following consensus of nonlinear multiagent systems via pinning control in which some conditions were established to define which kind of agent and how many agents should be pinned to guarantee that the whole group will track the leader. Reference [22] proposed a connectivity-preserving second-order consensus algorithm with virtual leader. Besides consensus tracking for single and double integrator, cooperative tracking for higher-order nonlinear systems was also studied in the literature. Reference [23] proposed an adaptive cooperative tracking for higher-order nonlinear systems with unknown dynamics and external disturbance.

In addition to the existence of inherent nonlinearities, another major problem can be met in multiagent systems that the communication between agents is often performed in an uncertain environment, which means that the communication suffers always from the noises. Over the last few years, some references addressed the problem of consensus under additive measurement noises for both leaderless and leader-following cases [24–33].

For the leaderless case, [24] introduced a decreasing consensus gain to attenuate the measurement noises for first-order discrete-time in strongly connected circulant graph. References [25, 26] extended the work done in [24] to the strongly connected digraphs and digraphs having a spanning tree, respectively. Switching topology for first-order discrete-time was addressed in [27], where sufficient conditions for mean square average consensus and almost sure consensus under directed fixed topologies have been derived in [28] for balanced digraphs. Reference [28] derived the necessary and sufficient conditions on the consensus gain under which first-order continuous-time achieves asymptotic unbiased mean square average consensus under fixed and directed topologies. In [29], first-order continuous-time under measurement noises and time-varying communication delay has been addressed. Necessary and sufficient conditions for consensus of double-integrator multiagent systems with measurement noises under fixed topologies have been derived in [30].

For the leader-following case, [31, 32] used a velocity decomposition technique to design a neighbor-based tracking protocol and a distributed estimator to achieve mean square convergence for leader-following multiagent system under measurement noises in both directed fixed and time-varying topologies. Reference [33] proposed a consensus control for leader-following single-integrator multiagent systems and conditions to ensure the strong mean square convergence in directed and switching topologies were obtained. Reference [34] derived conditions under which the leader-following consensus of double-integrator consensus with constant velocity reference state is achieved in mean square for both directed fixed and switching topologies.

Recently, some researchers have addressed the consensus problem of multiagent systems under multiplicative measurement noises [35–37], where the noises’ intensities are considered proportional to the relative states.

Based on the above background, one can see that the problems of consensus with inherent nonlinear dynamics and consensus with measurement noises have been studied separately. In fact, the two constraints can exist together in one multiagent systems, when the dynamic model of the agent contains an inherent nonlinear part and at the same time the measured neighbors’ states by this agent present an additive noise. Our main contributions in this paper are as follows. First, we propose a unified cooperative consensus controller for single-integrator multiagent systems with inherent nonlinear dynamics and measurement noises under directed fixed topologies. For our knowledge, there are no references, which study the consensus under these constraints in a unified cooperative controller. Second, by the end of this paper, we will deduce that our proposed control law in the absence of the inherent nonlinear dynamics can ensure mean square convergence in digraphs having spanning tree; this result is more general compared to that achieved in [28] for balanced digraphs.

The remainder of this paper is organized as follows. Some preliminaries and definitions are given in Section 2. Then, the problem is formulated in Section 3. Section 4 states the main results. Section 5 is devoted to confirm the effectiveness of the control proposed through some simulations. Finally, Section 6 concludes this paper.

2. Background

Information exchange between vehicles can be modeled by directed or undirected graphs. A digraph (directed graph) consists of a pair \((\mathcal{A}, E)\), where \(\mathcal{A}\) is a finite nonempty set of nodes and \(E \subseteq \mathcal{A} \times \mathcal{A}\) is a set of ordered pairs of nodes, called edges. An edge \((i, j)\) in a digraph denotes that vehicle \(j\) can obtain information from vehicle \(i\), but not necessarily vice versa.

The adjacency matrix \(A = [a_{ij}] \in \mathbb{R}^{n \times n}\) of a weighted digraph is defined as \(a_{ij} = 0\) and \(a_{ij} > 0\) if \((j, i) \in E\), where \(i \neq j\). The adjacency matrix of a weighted undirected graph is defined accordingly except that \(a_{ij} = a_{ji}\), \(\forall (i, j) \in E\), since \((j, i) \in E\) implies \((i, j) \in E\). Let matrix \(L = [l_{ij}] \in \mathbb{R}^{n \times n}\) be defined as \(l_{ij} = \sum_{j \neq i} a_{ij}\) and \(l_{ii} = -\sum_{j \neq i} a_{ij}\), where \(i \neq j\).

Matrix \(L\) satisfies the following conditions:

(i) \(l_{ij} \leq 0\), \(i \neq j\); 

(ii) \(\sum_{j=1}^{n} l_{ij} = 0\), \(i = 1, \ldots, n\).

For an undirected graph, \(L\) is called the Laplacian matrix, which has the property that it is symmetric positive semidefinite. However, \(L\) for a digraph does not have this property.
A directed path is a sequence of ordered edges of the form \((V_{i1}, V_{i2}), (V_{i2}, V_{i3}), \ldots\), where \(V_{ij} \in \mathcal{V}\), in a digraph.

A digraph is called strongly connected if there is a directed path from every node to every other node. An undirected graph is called connected, if there is a path between any distinct pair of nodes.

A directed spanning tree of a digraph is a directed tree formed by graph edges that connect all of the nodes of the graph. A graph has (or contains) a directed spanning tree, if there exists a directed spanning tree, being a subset of the graph. Note that the condition that a digraph has a directed spanning tree is equivalent to the case that there exists at least one node having a directed path to all of the other nodes. In the case of undirected graphs, having an undirected spanning tree is equivalent to being connected. However, in the case of directed graphs, having a directed spanning tree is a weaker condition than being strongly connected [38].

**Definition 1** (see [39] (P uniformly decreasing)). Given a positive symmetric matrix \(P\), there exists a matrix \(Q\) such that the vector field \(f(t, x) = Qx\) is uniformly decreasing; that is,

\[
\begin{align*}
(x_1 - x_2)^T P \left[ f(t, x_1) - Qx_1 - f(t, x_2) + Qx_2 \right] \\
\leq -l|x_1 - x_2|^2,
\end{align*}
\]

for some \(l > 0\) and all \(x_1, x_2 \in \mathbb{R}^n\).

**Definition 2.** A matrix \(A(t) : t \to \mathbb{R}^{n \times n}\) is said to be uniformly negative definite, and one writes \(A(t) < 0\), if \(\forall x \in \mathbb{R}^n, t \geq 0\), and it can also be written in a simplified form: \(A(t) \leq -\varepsilon I < 0\).

### 3. Problem Formulation

Consider a multiagent system with inherent nonlinear dynamics composed of \(n\) autonomous agents described by single-integrator dynamics

\[
\dot{x}_i = u_i + f(t, x_i), \quad i = 1, \ldots, n,
\]

where \(x_i \in \mathbb{R}^m, u_i \in \mathbb{R}^m\) are, respectively, the state and the control input of the \(i\)th agent. \(f(t, x_i) \in \mathcal{R}^m\) is a nonlinear vector-valued continuous function that represents the unknown inherent nonlinear dynamics. For simplicity, in the remainder of this paper, we let \(m = 1\).

The \(i\)th agent receives information from its neighbors with measurement noises:

\[
x_{ji} = x_j(t) + \sigma_{ji} \eta_{ji}(t),
\]

where \(x_{ji}(t)\) is the measurement of the \(j\)th agent’s state by the \(i\)th agent, \(\eta_{ji}(t)\) is a standard white noise, and \(\sigma_{ji} \geq 0\) is the noise intensity.

Here, we note that in the real physical world, an agent can get its neighbors’ states information in two ways. The first one is that the agent measures directly its neighbors’ states by using some sensors. However, this technique is restrictive and hard. In this case, the noises corrupting the information are due to the sensors themselves, and these noises are known by measurement noises. The second way is that each agent senses its own states and transmits it to agents that have access to him. This second technique is the most practical one. The noises involved here are due to the transmission process and they are known by communication noises. In many literatures, the two notions measurement and communication are interchangeable.

In this paper, we aim to design a consensus protocol for system (2) under directed fixed topologies to make the agents’ states converge in weak mean square; that is, \(\lim_{t \to \infty} E[x_i(t) - x_i^*]^2 = 0\). And if the inherent dynamics is linear in \(x\), then this consensus protocol ensures that each agent converges in mean square to a common random value \(y^*\); that is, \(\lim_{t \to \infty} E[x_i(t) - y^*]^2 = 0\).

The following notations will be used throughout this paper. \(I_n\) denotes the \(n \times n\) dimensional identity matrix. \(A\) denotes the \(n\)-dimensional one vector.

**Assumption 3.** The topology among the \(n\) agents \(\mathcal{G}(\mathcal{V}, \mathcal{E}, \mathcal{A})\) has a spanning tree.

**Assumption 4.** \(f(t, x) - Qx\) is \(P\) uniformly decreasing.

**Remark 5.** The \(P\) uniformly decreasing functions are widely used in the literature in the studying of synchronization of coupled network systems [40–42]. The condition of \(P\) uniformly decreasing for a real matrix \(P > 0\) implies that \(x = f(t, x)\) is globally asymptotically stable. In particular, if \(f(t, x) - Qx\) is \(P\) uniformly decreasing for some real matrix \(P > 0\), the matrix \(Q\) has a quite similar role to that of the Lipschitz constant in Lipschitz continuous functions; it bounds the inherent nonlinear dynamics and plays an important role in the stability of the system, and the term \(-Qx\) can be seen as a linear feedback stabilizing the inherent nonlinear dynamics \(f(t, x)\). If the inherent nonlinear dynamics \(f(t, x)\) is asymptotically stable, then matrix \(Q\) could be negative definite matrix. Otherwise, \(Q\) could be positive definite.

### 4. Consensus Protocol

For the \(i\)th agent, we propose the following consensus controller:

\[
u_i(t) = \alpha(t) \left[ \sum_{j \in \mathcal{N}_i} a_{ij} \left( x_{ji}^*(t) - x_j(t) \right) \right], \quad i = 1, 2, \ldots, n,
\]

where \(\alpha(t) : [0, \infty) \to (0, \infty)\), called time-varying consensus gain, is a piecewise continuous differentiable function satisfying \(\int_0^\infty \alpha(t) dt = \infty, \int_0^\infty \alpha^2(t) dt < \infty\), and \(\lim_{t \to \infty} \alpha(t) = 0\) and \(\mathcal{N}_i = \mathcal{N}_i(\mathcal{G})\) denotes the neighbor set of the agent \(i\).
For the time-varying consensus gain, one can choose it as a function from the class \(\alpha(t) = 1/(q + t)^{\delta}\), where \(q > 0\) and \(0.5 < \delta \leq 1\). This class of functions satisfies all the above conditions.

Substituting (4) into (2) and replacing \(x_i^T(t)\) by its expression from (3) give the following:

\[
x_i(t) = f(t, x_i) + \alpha(t) \left[ \sum_{j \neq i} a_{ij} x_j(t) + \sigma_{ji} \eta_{ji}(t) - x_i(t) \right],
\]

where \(i = 1, 2, \ldots, n\).

We define the matrix \(M = \text{diag}(\beta_1 \Sigma_1, \beta_2 \Sigma_2, \ldots, \beta_n \Sigma_n)\), where \(\beta_i = [a_{11}, a_{22}, \ldots, a_{ii}]\) is the \(i\)th row of the adjacency matrix \(A\) and \(\Sigma_i = \text{diag}(\sigma_{1i}, \sigma_{2i}, \ldots, \sigma_{ni})\), and we define the vector \(\eta_i(t) = [\eta_{i1}(t), \eta_{i2}(t), \ldots, \eta_{in}(t)]^T\), where \(\eta_i(t) = [\eta_{i1}(t), \ldots, \eta_{ii}(t), \ldots, \eta_{in}(t)]^T\).

System (5) can be rewritten in matrix form as follows:

\[
\dot{X}(t) = F(t, X) + \alpha(t) (-L) X(t) + \alpha(t) M \eta(t),
\]

where \(X(t) = [x_1^T(t), x_2^T(t), \ldots, x_n^T(t)]^T\) and \(F(t, X) = [f(t, x_1)^T, f(t, x_2)^T, \ldots, f(t, x_n)^T]^T\).

We will introduce a variable transformation \(S\) defined as

\[
Y(t) = SX(t),
\]

where \(S\) is the matrix transformation given by

\[
S = \begin{bmatrix}
\pi_1 & \pi_2 & \cdots & \pi_n \\
1 & -1 & 0 & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \cdots \\
\end{bmatrix} \in \mathbb{R}^{(n)\times(n)},
\]

with \(\pi = [\pi_1, \pi_2, \ldots, \pi_n]\) being the normalized first left eigenvector of the Laplacian matrix \(L\) associated with the zero eigenvalue. Thus, \(\pi L = 0\) and \(\sum_1^n \pi_i = 1\).

We define also the vector \(Y(t)\) as \(Y(t) = [\pi X(t), Y_c^T(t)]^T\), where

\[
Y_c(t) = [y_2(t), y_3(t), \ldots, y_n(t)]^T = EX(t)
\]

\[
= [x_1(t) - x_2(t), x_1(t) - x_3(t), \ldots, x_1(t) - x_n(t)]^T.
\]

It is clear that \(S\) is nonsingular and its inverse has the form \(S^{-1} = [I_n, R]\).

By applying this transformation, (6) can be written with respect to \(Y(t)\) as follows:

\[
\dot{Y}(t) = SF(t, X) + \alpha(t) (-L) S^{-1} Y(t) + \alpha(t) SM \eta(t).
\]

We have \(SF(t, X) = [\pi F(t, X), f(t, x_1) - f(t, x_2), \ldots, f(t, x_1) - f(t, x_n)]^T\).

In first time, let us denote by \(y_1(t) = x_1(t)\), and then

\[
f(t, x_1) - f(t, x_i) = f(t, y_1) - f(t, y_i), \quad i = 2, \ldots, n,
\]

\[
SF(t, X) = [\pi F(t, X), f(t, y_1) - f(t, y_2), \ldots, f(t, y_1) - f(t, y_n)]^T.
\]

(11)

Equation (10) can be divided into two subsystems as follows:

\[
\pi \dot{X}(t) = \pi F(t, X) + \alpha(t) \pi M \eta(t),
\]

\[
\dot{Y}_c(t) = F_c(t, Y_c) - \alpha(t) ERY_c(t) + \alpha(t) EM \eta(t).
\]

In the Itô stochastic differential form, this can be written as

\[
\pi dX(t) = \pi F(X(t)) dt + \alpha(t) \pi M dW(t),
\]

\[
dY_c(t) = F_c(t, Y_c) dt - \alpha(t) ER Y_c(t) dt + \alpha(t) EM \eta(t).
\]

(12)

where \(W = [W_{11}, W_{12}, W_{13}, \ldots, W_{1n}, \ldots, W_{n1}, \ldots, W_{nn}]^T\) are independent Brownian motions.

**Theorem 6.** If Assumptions 3 and 4 hold, for the single-integrator multiagent systems (2), the consensus protocol (4) asymptotically achieves weak mean square convergence under directed fixed topologies for any initial condition, if the following condition is satisfied:

\[
-2I_{n-1} + 2PQ - \alpha(t) I_{n-1} \leq 0.
\]

Moreover, if \(f(t, x)\) is linear in \(x\), the consensus protocol (4) asymptotically achieves mean square convergence.

**Proof.** This proof will pass by two steps. First, we will prove that all the agents’ states in the team converge in weak mean square. Second, we will show that if the inherent nonlinear dynamics \(f(t, x)\) is linear in \(x\), the agents’ states converge in mean square to a random variable \(y^*\).

Choose the Lyapunov function candidate as

\[
V(t) = Y_c^T(t) PY_c(t),
\]

where \(P \in \mathbb{R}^{(n-1)\times(n-1)}\) is positive definite matrix that satisfies

\[
(\alpha(t) - \alpha(t) (\alpha(t) + \theta(t)) = \alpha(t) - \alpha(t) \leq 0.
\]

(16)
By applying the Itô formula [43], we get

\[
dV(t) = 2Y_e^T(t)P[F_e(t, Y_e(t)) + QY_e(t) - QY_e(t)] dt + \alpha(t)Y_e^T(t) \left( (-ELR) P + P (-ELR)^T \right) Y_e(t) dt + \alpha^2(t) tr \left( P (EM) (EM)^T \right) dt + 2\alpha(t)Y_e^T(t)P E M dW(t),
\]

\[
dV(t) = 2Y_e^T(t)P[F_e(t, Y_e(t)) - QY_e(t)] dt + 2\alpha(t)Y_e^T(t)P E M dW(t),
\]

where \(-2\alpha(t)Y_e^T(t) P E M dW(t)\), and, by Assumption 3, our digraph has a spanning tree; thus, \(L\) has one zero eigenvalue and all the other eigenvalues are in the right half plane and because \(S(L)S^{-1} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}_{\text{ELR}}\) is a congruence transformation preserving the number and the sign of eigenvalues. Hence, all the eigenvalues of \((-ELR)\) are in the right half plane and the matrix \((-ELR)\) is a Hurwitz stable matrix, and we can choose

\[
\frac{(-ELR) P + P (-ELR)^T}{n-1} = -I_{n-1}.
\]

Then,

\[
dV(t) \leq Y_e^T(t) \left[ -2I_{n-1} + 2PQ - \alpha(t)I_{n-1} \right] Y_e(t) dt + \alpha^2(t) tr \left( P (EM) (EM)^T \right) dt + 2\alpha(t)Y_e^T(t)P E M dW(t).
\]

Furthermore, we have

\[
Y_e^T(t)P Y_e(t) \leq \lambda_{\text{max}}(P)Y_e^T(t)Y_e(t).
\]

Then,

\[
dV(t) \leq \frac{(2I_{n-1} + 2PQ - \alpha(t)I_{n-1}) Y_e(t)}{\lambda_{\text{max}}(P)} dt + \alpha^2(t) tr \left( P (EM) (EM)^T \right) dt + 2\alpha(t)Y_e^T(t)P E M dW(t).
\]

Denote by \(D^+V(t) = (E[V(t + h)] - E[V(t)])/h\), and note that, by choosing a proper stopping time, we can prove that the mathematical expectation \(E \int_0^t \alpha(s)Y_e^T(t)P E M dW(s) = 0\) [28, Lemma 3.1]. This implies

\[
D^+V(t) \leq \frac{1}{\lambda_{\text{max}}(P)} \int_t^{t+h} (-2I_{n-1} + 2PQ - \alpha(s)I_{n-1}) E[V(s)] ds \frac{h}{h} + \frac{tr \left( P (EM) (EM)^T \right)}{h} \int_t^{t+h} \alpha^2(s) ds + \frac{tr \left( P (EM) (EM)^T \right)}{h} \int_t^{t+h} \alpha^2(s) ds \frac{h}{h}.
\]

Using Assumption 4, we get

\[
\frac{1}{\lambda_{\text{max}}(P)} \int_t^{t+h} (-2I_{n-1} + 2PQ - \alpha(s)I_{n-1}) E[V(s)] ds \frac{h}{h} \leq \lim_{h \to 0^+} \sup \left\{ \left( \frac{1}{\lambda_{\text{max}}(P)} \right) \int_t^{t+h} (-2I_{n-1} + 2PQ - \alpha(s)I_{n-1}) E[V(s)] ds \right\} \times h^{-1}.
\]

Furthermore, we have

\[
\left| \frac{1}{\lambda_{\text{max}}(P)} \int_t^{t+h} \alpha^2(s) ds \right| \leq \lim_{h \to 0^+} \sup \left\{ \left( \frac{1}{\lambda_{\text{max}}(P)} \right) \int_t^{t+h} \alpha^2(s) ds \right\} \times h^{-1}.
\]

If \(-2I_{n-1} + 2PQ - \alpha(s)I_{n-1} \ll 0\), it implies that there exists an \(\epsilon > 0\), such that \(-2I_{n-1} + 2PQ - \alpha(t)I_{n-1} < -\epsilon I_{n-1}\); hence, \(22\) becomes

\[
\lim_{h \to 0^+} \sup \left\{ \left( \frac{1}{\lambda_{\text{max}}(P)} \right) \int_t^{t+h} \alpha^2(s) ds \right\} \times h^{-1}.
\]

By the comparison principle [44, Theorem 2.6.4],

\[
E[V(t)] \leq E[V(0)] \exp \left\{ \frac{1}{\lambda_{\text{max}}(P)} \int_0^t (-\epsilon) ds \right\} + \frac{tr \left( P (EM) (EM)^T \right)}{\lambda_{\text{max}}(P)} \int_0^t e^d \frac{d\xi}{d\xi} ds.
\]

Here, following a similar proof in [33], we can prove that the second term in \(24\) equals zero when \(t \to \infty\). Denote

\[
I = \frac{tr \left( P (EM) (EM)^T \right)}{\lambda_{\text{max}}(P)} \int_0^t e^d \frac{d\xi}{d\xi} ds.
\]
By the property that $\int_0^\infty \alpha^2(t)dt < \infty$, that implies for any given $c > 0$ there exists $s_0 > 0$ such that $\int_{s_0}^\infty \alpha^2(s)ds < c$ and $I$ can be rewritten as
\[
I = \text{tr} \left( P(EM)(EM)^T \right) \times \int_{s_0}^t \alpha^2(s) \exp \left\{ \frac{1}{\lambda_{\text{max}}(P)} \int_s^t (-\epsilon) d\xi \right\} ds \tag{26}
\]
\[
+ \text{tr} \left( P(EM)(EM)^T \right) \times \int_0^{s_0} \alpha^2(s) \exp \left\{ \frac{1}{\lambda_{\text{max}}(P)} \int_s^t (-\epsilon) d\xi \right\} ds.
\]
Notice that when $0 \leq s \leq s_0$
\[
\exp \left\{ \frac{1}{\lambda_{\text{max}}(P)} \int_s^t (-\epsilon) d\xi \right\} \leq 1.
\tag{27}
\]
Notice also that
\[
\exp \left\{ \frac{1}{\lambda_{\text{max}}(P)} \int_{s_0}^t (-\epsilon) d\xi \right\} < 1.
\tag{28}
\]
Using (27) and (28) in the two terms of $I$, respectively, yields
\[
I \leq \text{tr} \left( P(EM)(EM)^T \right) \times \int_{s_0}^t \alpha^2(s) ds + \text{tr} \left( P(EM)(EM)^T \right) \int_0^{s_0} \alpha^2(s) ds
\]
\[
- \text{tr} \left( P(EM)(EM)^T \right) \times \int_{s_0}^t \alpha^2(s) ds
\]
\[
+ \text{tr} \left( P(EM)(EM)^T \right) \times \int_0^\infty \alpha^2(s) ds.
\tag{29}
\]
By choosing a small enough $c$ and because $\lim_{t \to \infty} \exp(1/\lambda_{\text{max}}(P)) \int_{s_0}^t (-\epsilon) d\xi = 0$, $\lim_{t \to \infty} I = 0$.

In addition, it is straightforward to show that
\[
\lim_{t \to \infty} E \left[ V(0) \right] \exp \left\{ \frac{1}{\lambda_{\text{max}}(P)} \int_{s_0}^t (-\epsilon) d\xi \right\} = 0. \tag{30}
\]
Hence, $\lim_{t \to \infty} E[V(t)] = 0$.

Using the property $Y_e^T(t)Y_e(t) \leq V(t) / \lambda_{\text{min}}(P)$ yields
\[
\lim_{t \to \infty} E \left[ Y_e^T(t)Y_e(t) \right] = \lim_{t \to \infty} E \left[ x_1(t) - x_j(t) \right]^2 = 0. \tag{31}
\]
On other hand, we have
\[
E \left[ x_1(t) - x_j(t) \right]^2 \leq 2E \left[ x_1(t) - x_1(t) \right]^2 + 2E \left[ x_1(t) - x_j(t) \right]^2. \tag{32}
\]
Finally,
\[
\lim_{t \to \infty} E \left[ x_1(t) - x_j(t) \right]^2 = 0. \tag{33}
\]
Therefore, the consensus protocol (4) can achieve weak mean square convergence.

A remark can be driven on condition (14), that is because the time-varying consensus gain $\alpha(t)$ is positive and vanishing at infinity, then, it is sufficient to show that $-2lI_{n-1} + 2PQ \ll 0$ which implies that $-2I_{n-1} + 2PQ - \alpha(t)I_{n-1} \ll 0$ for any positive value of $\alpha(t)$.

Let now the function $f(t, x)$ be linear in $x$ and denote this time by $\gamma(t) = \pi X(t)$, and then
\[
\pi F(t, X) = f(t, \pi X) = f(t, \gamma(t)),
\]
\[
f(t, x_1) - f(t, x_i) = f(t, x_1 - x_i)
\]
\[
= f(t, \pi X - \pi X + x_1 - x_i) \tag{34}
\]
\[
= f(t, \gamma_1) - f(t, \gamma_1 - y_i).
\]
Hence, $SF(t, X)$ can be written in this case as
\[
SF(t, X) = \left[ f(t, \gamma_1), f(t, \gamma_1) - f(t, \gamma_1 - y_2), \ldots, f(t, \gamma_1) - f(t, \gamma_1 - y_i) \right]^T \tag{35}
\]
\[
= \left[ f(t, \gamma_1), F_e(t, Y_e(t)) \right]^T.
\]
And system (13) becomes
\[
d\gamma_1(t) = f(t, \gamma_1) dt + \alpha(t) \pi MdW(t),
\]
\[
dY_e(t) = F_e(t, Y_e(t)) dt - \alpha(t) ELM_e(t) dt
\]
\[
+ \alpha(t) EMdW(t). \tag{36}
\]
By following the same previous proof, we obtain
\[
\lim_{t \to \infty} E[Y_e^T(t)Y_e(t)] = 0.
\]
Now, from system (36), we have
\[
d\gamma_1(t) = f(t, \gamma_1) dt + \alpha(t) \pi MdW(t) \tag{37}
\]
Applying the Itô formula to the function $\lambda_{\text{max}}(P)\gamma_1^2(t)$ gives
\[
d \left( \lambda_{\text{max}}(P) \gamma_1^2(t) \right) = 2\lambda_{\text{max}}(P) \gamma_1(t) f(t, \gamma_1) dt
\]
\[
+ \lambda_{\text{max}}(P) \alpha^2(t) \left( (\pi M)(\pi M)^T \right) dt
\]
\[
+ 2\lambda_{\text{max}}(P) \alpha(t) \gamma_1(t) \pi MdW(t). \tag{38}
\]
By Assumptions 4, we have
\[
2\gamma_1(t) \lambda_{\text{max}}(P) \left[ f(t, \gamma_1(t)) - k\gamma_1(t) + k\gamma_1(t) \right]
\]
\[
\leq [ -2l + 2\lambda_{\text{max}}(P)k ] \gamma_1^2(t). \tag{39}
\]
Then,
\[
\begin{align*}
d (\lambda_{\max} (P) \tilde{y}_2^1 (t)) & \leq \left[ -2l + 2\lambda_{\max} (P) k \right] \tilde{y}_2^1 (t) dt \\
& \quad + \lambda_{\max} (P) \alpha^2 (t) \left( (\pi M) (\pi M)^T \right) dt \\
& \quad + 2\lambda_{\max} (P) \alpha (t) \tilde{y}_1^1 (t) \pi M dW (t).
\end{align*}
\]
(40)

Since the matrix Q could be positive definite matrix or negative definite matrix, as mentioned previously in Remark 5, by choosing \( k \) as the largest eigenvalue of Q and by the property of \( \alpha(t) \), condition (14) ensures that \((-2l + 2\lambda_{\max} (P) k) < 0\).

Taking \( \epsilon = -2l + 2\lambda_{\max} (P) k \) and following the same steps as used to prove \( \lim_{t \to \infty} E[Y^T_e (t) Y_e (t)] = 0 \), we can get
\[
E [\tilde{y}_1 (t)]^2 \leq \tilde{y}_1^2 (0) \exp \left\{ \frac{1}{\lambda_{\max} (P)} \int_0^t (-\epsilon) ds \right\} + \left( \lambda_{\max} (P) (\pi M) (\pi M)^T \right) \times \left[ \int_0^t \alpha^2 (s) \exp \left\{ \frac{1}{\lambda_{\max} (P)} \int_s^t (-\epsilon) ds \right\} ds \right].
\]
(41)

From (41), we can deduce that \( \lim_{t \to \infty} E[\tilde{y}_1 (t)]^2 = 0 < \infty \).

This implies that \( \tilde{y}_1 (t) \) is a martingale and, by the martingale convergence theorem [45, Theorem 4.3], \( \tilde{y}_1 (t) \) converges in mean square to a random variable \( y^* \) as time goes on. Thus,
\[
\lim_{t \to \infty} E [\tilde{y}_1 (t) - y^*]^2 = 0.
\]
(42)

On the other hand, we have
\[
E [X(t) - 1_n \otimes y^*]^2 = E [S^{-1} Y(t) - 1_n \otimes y^*]^2 \\
= E [1_n \otimes (\tilde{y}_1 (t) + RY_e (t)) - 1_n \otimes y^*]^2 \\
\leq 2E [1_n \otimes (\tilde{y}_1 (t) - y^*)]^2 \\
+ 2 \text{tr} (RR^T) E \left[ Y^T_e (t) Y_e (t) \right].
\]
(43)

Therefore, \( \lim_{t \to \infty} E[X(t) - 1_n \otimes y^*]^2 \leq 0 \).

Hence, all the agents in the team converge in mean square to the same random variable \( y^* \), and the proof is complete. \( \square \)

In what follows, we will study the case when agents receive information without measurement noises.

Let \( \eta_i (t) = 0 \); the consensus protocol (4) can be rewritten as
\[
u_i (t) = \alpha (t) \left[ \sum_{j \neq i} a_{ij} (x_j (t) - x_i (t)) \right], \quad i = 1, 2, \ldots, n.
\]
(44)

The closed loop system (6) is reduced to
\[
\dot{X} (t) = F (t, X) + \alpha (t) (-L) X (t),
\]
(45)

and (36) is reduced to
\[
\dot{\tilde{y}}_1 (t) = f (t, \tilde{y}_1), \quad \dot{Y}_e (t) = F_e (t, Y_e) - \alpha (t) ELRY_e (t).
\]
(46)

**Corollary 7.** If Assumptions 3 and 4 hold, then, with consensus protocol (4), the single-integrator multiagent systems (2) achieve asymptotic convergence under directed fixed topology for any initial condition if
\[
-2l I_{n-1} + 2PQ - \alpha (t) I_{n-1} \preceq 0.
\]
(47)

**Proof.** Choose the Lyapunov function candidate as
\[
V (t) = Y^T_e (t) Y_e (t),
\]
(48)

where \( P \) is a positive definite matrix that satisfies
\[
(-ELR) + P (-ELR)^T = -I_{n-1}.
\]
(49)

By the derivation of \( V (t) \) with respect to time along the trajectory \( Y_e (t) \), we get
\[
\dot{V} (t) = 2Y^T_e (t) P \left[ F_e (t, Y_e) + QY_e (t) - QY_e (t) \right] + \alpha (t) Y^T_e (t) \left[ (-ELR) + P (-ELR)^T \right] Y_e (t).
\]
(50)

Similar to the proof of Theorem 6, by using Assumption 4 and the fact that \((-ELR) \) is a stable matrix, we get
\[
\dot{V} (t) \leq Y^T_e (t) \left[ -2l I_{n-1} + 2PQ - \alpha (t) I_{n-1} \right] Y_e (t).
\]
(51)

It can be seen that if \(-2l I_{n-1} + 2PQ - \alpha (t) I_{n-1} \not\leq 0 \), then
\[
\dot{V} (t) \leq -\frac{-e}{\lambda_{\max} (P)} V (t),
\]
(52)

which implies that \( \dot{V} (t) < 0 \), for any \( Y_e (t) \not= 0 \), and the proof is complete. \( \square \)

**Remark 8.** From the proof of Corollary 7, one can see that the two conditions on \( \alpha (t) \), \( \int_0^\infty \alpha (t)dt = \infty \), and \( \int_0^\infty \alpha^2 (t)dt < \infty \) are not necessary.

**Remark 9.** In the noise-free case, it is easy also to show that the group can achieve asymptotic convergence in mean square, and, after some manipulations, we can get
\[
E [V (t)] \leq E [V (0)] \exp \left\{ \frac{1}{\lambda_{\max} (P)} \int_0^t (-\epsilon) ds \right\},
\]
(53)

which implies that \( \lim_{t \to \infty} E[V (t)] = 0 \).

**Remark 10.** In the noisy case, when \( t \to \infty \), the consensus is achieved in mean square, and from (37), we have
\[
E [y^*] = \tilde{y}_1 (0) + E \int_0^\infty f (s, \tilde{y}_1) ds = \tilde{y}_1 (0)
\]
\phantom{=} + \int_0^\infty f (s, \tilde{y}_1 (s)) ds = \sum_{i=1}^n n_i \tilde{y}_1 (0)
\phantom{=} + \int_0^\infty f (s, \tilde{y}_1 (s)) ds.
\]
(54)
It is obvious that the mathematical expectation of the final consensus is a time-varying value.

In the free-noise case, when the consensus is asymptotically achieved, we have \( \lim_{t \to \infty} Y_e(t) = 0 \) and, from (46), it is clear that the final consensus is time-varying and has the dynamic \( \dot{x} = f(t, x) \) with initial state \( x(0) = \sum_i \pi_i x_i(0) \).

**Remark II.** In the absence of the inherent nonlinear dynamics, the control law (4) still guarantees the mean square convergence in digraphs having spanning three and it does not require that the digraph is balanced; this result makes the protocol proposed in [28] for unbiased mean square convergence in single-integrator dynamics under balanced digraphs a special case of our protocol when \( \pi = [1/n, 1/n, \ldots, 1/n] \) and \( E[y^*] = (1/n) \sum_i x_i(0) \).

**5. Simulations**

In this section, two examples are given to demonstrate the validity of the consensus protocols (4) and (44).

We assume there are three agents \( n = 3 \) in the team. The topology among the three agents is fixed and has a spanning tree as shown in Figure 1. The inherent nonlinear dynamics is given by \( f(t, x) = x[-2 + \sin(t)] \). With digraph \( \mathcal{G}_1 \), the positive definite matrix \( P \) satisfying (16) and (49) is \( \begin{bmatrix} 0.2778 & 0.05556 & 0.05556 \\ 0.05556 & 0.4444 & 0.4444 \end{bmatrix} \), the matrix \( Q \) is chosen as \( P^{-1} \), and the constant \( \epsilon \) satisfying (14) and (47) is given by \( \epsilon = 0.1 \). The initial states of the three agents are 5, 0.5, and -3, respectively.

**Example 1.** We first consider the case of noise-free measurement, it can be seen from Figure 2 how the team under consensus protocol (44) asymptotically converges to a common value that has the dynamics \( \dot{x} = x[-2 + \sin(t)] \) whether \( \alpha(t) = 1 \), \( t \geq 0 \) Figure 2(a) or \( \alpha(t) = 1/(1 + t) \), \( t \geq 0 \) Figure 2(b).

**Example 2.** In this example, we consider the case when the communication is corrupted by measurement noises. Two scenarios are considered. In the first one, we let \( \sigma = \sigma_{13} = \sigma_{21} = \sigma_{32} = 0.1 \) and in the second one, \( \sigma = \sigma_{13} = \sigma_{21} = \sigma_{32} = 1 \). Each scenario is simulated for both \( \alpha(t) = 1 \), \( t \geq 0 \) and \( \alpha(t) = 1/(1 + t) \), \( t \geq 0 \) under consensus protocol (4). Figure 3 depicts the performance of the first scenario as time goes on and it can be seen that the closed loop has a random dynamics for \( \alpha(t) = 1 \) Figure 3(a), and convergent to random value in mean square having the mathematical expectation (54) for \( \alpha(t) = 1/(1 + t) \), \( t \geq 0 \) Figure 3(b). Figure 4 shows
how that our consensus protocol (4) is effective even with considerable noise intensity and asymptotically solves the consensus problem in mean square with $\alpha(t) = 1/(1 + t)$, $t \geq 0$. In contrast to Figure 2(b), where the asymptotic consensus is achieved with a deterministic final consensus due to the absence of noises, the final consensus in Figures 3(b) and 4(b) is random.

6. Conclusion

In this paper, we have addressed the consensus problem of single-integrator multiagent systems with inherent nonlinear dynamics and measurement noises under directed fixed topologies in a unified cooperative control. Conditions to guarantee asymptotic stability in mean square in presence of measurement noises and asymptotic stability for the noise-free case were derived. Numerical simulations to validate the effectiveness of our approach were handled and through which we validated that under noisy communications the agents’ states in the team converge in mean square to a random value and in the free-noise case the agents’ states converge to a time-varying value that has dynamics similar to the nonlinear inherent dynamics. In our future work, we will investigate the case of switching topologies. We expect
that some existing works on switched stochastic systems like [46, 47] can be helpful in resolving this problem.
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