Placement of objects within a constrained space is a common challenge for designers; it is associated with decisions regarding the furnishing of a space with furniture, collocation of dressings, flower arrangement, and design of comic figures [1–8]. In such design tasks, users’ goals are usually vague or implicit and require clarifications again and again through self-exploration or through the interaction between the customer and the designer for multiple turns. This is mainly because personal tastes and design styles are often implicit, not easy to describe, and difficult to match. For the collocation of dressings, for example, a lady might have simply rough ideas about what she needs. She might have some preferences of choices on color, style, or accessory due to fashion or simply would like to buy a shirt to match a coat or a pair of shoes. In such cases, it often takes much time for the clerks to suggest the candidates of dressings because the preferences of the customers can seldom be described explicitly. If the patterns of collocation can be represented digitally and retrieved efficiently, the cycles of customer–designer interaction could be reduced effectively and the services might be delivered more efficiently.

With the advances of computer and network technologies, more and more design elements are digitized and become accessible on the Internet, such as photos, icons, sounds, or 3D models. It could be expected that design elements and patterns of various types, such as hair, garment, or comic styles, will be produced, shared, and reused in the future [9–12]. In some researches, for example, design patterns can be represented with specific data structure [13, 14] so as to be reusable for further design or creation. However, the lack of effective comparison and search methods for high-level structural patterns makes it difficult for the designers to refer to similar patterns designed by others, to compare them, or to learn from them. This paper proposes the architecture of representing, comparing, retrieving, and analyzing the design patterns of digital contents for design support. This scheme can help the designers to explore the huge space of design patterns efficiently, to analyze and summarize the design styles quickly, and to improve design skills and stimulate imaginations effectively during the process of learning or creating. The proposed scheme has been verified with a design support system for the content creation of comic figures. It is generally applicable to the creation of digital contents and shows potential for applications in the fields of design and education.
style analysis for the design patterns is still a complex problem nowadays. Traditionally, the design styles can be analyzed or summarized only by experienced designers or experts manually through observing a large amount of samples. If the styles can be analyzed and summarized automatically, the tutors could instruct and inspire the learners more efficiently.

In this paper, the architecture for representing, comparing, retrieving, and analyzing structural design patterns of digital contents was proposed, as shown in Figure 1. Based on this scheme, design support systems can be built to assist the content creation and facilitate the sharing of patterns among the designers. Designers, for example, can view patterns that are similar to their own works and see how the elements used in their own works are utilized differently and innovatively by others. These observations can help the designers to improve their skills and stimulate their imaginations for creation. Since design patterns can be clustered, main styles of clusters can be analyzed and summarized automatically. Consequently, designers may browse patterns in an orderly manner, and they can obtain a broader view of design styles quickly. The proposed scheme has been verified with a design support system for the content creation of comic figures; thus, the design elements, which include objects of various types, can be searched, edited, and assembled into patterns. Subsequently, these patterns can be compared, retrieved, and clustered, while the design styles can be analyzed and summarized efficiently. This scheme is generally applicable to the creation of digital contents, and it shows potential for applications in the fields of design and education.

The organization for the rest of this paper is as follows. Section 2 describes how to create the digital contents of comic figures using shared design elements in a network environment. Section 3 illustrates how a pattern can be represented as the feature, based on which similarity and distance can be measured and the comparison of patterns can be performed. Section 4 depicts how the patterns are clustered with agglomerative clustering or k-means clustering and how the style of each cluster can be analyzed and summarized automatically. Section 5 shows how the proposed scheme can be applied to the retrieval and style analysis for the design patterns of comic figures so as to improve the process of learning or creating. Section 6 finally concludes the contributions of this paper.

2. Content Creation of Comic Figures

In Figure 1, the design patterns are composed by the designers with the shared design elements in a library through a web application. Here in this paper a web application for composing comic figures is taken as an example for illustration. A library of design elements, which contains about 8,000 colored images, has been built using image editing tools and is shared and used for design. The images can be classified into a few types according to their contents, including the heads of famous stars or politicians, the bodies with different poses, actions or dressings, the shadows, the props, and the background scenes, as shown in Figure 2. In addition, each image was tagged manually with several keywords. The image of Michael Jackson, for example, could be tagged with “pop,” “rock,” and “star,” while the image of Obama could be tagged with “U.S.,” “president,” and “politician.” In addition to the shared elements in the library, images can be imported for design from other sources, such as the camera, the drawing panel, and the web sites like Google or Flicker.

A web application based on the client and server architecture is further provided for the designers to compose the comic figures with the elements. An example of the user interface of the web application for assembling and editing the comic figures is shown in Figure 3. During composition, the designers can adjust the attributes of the design elements such as the size, location, transparency, font text, and font type, while adding the special effects such as rotation or mirror. In addition, the designer can search for desired elements with the keywords, such as iron man, or according to the categories, such as politician. Each output pattern contains a set of layered image objects of various types with respective attributes.

Figure 4 shows a few output patterns of comic figures composed with the web application. As can be observed in this figure, the example on the top right contains the head of Obama, the body with a nice suit, a luxury car, two shadows, a background scene containing the White House, and a caption with the title of “Yes! We Can.” The example on the bottom left of Figure 4, on the other hand, contains two photos, two cartoon figures, a pop of crown, and a caption. These patterns were composed and saved as the records in the database and used for retrieval and clustering later on.

3. Feature Representation and Pattern Retrieval

To compare the design patterns, the feature of each pattern, which includes the attributes of various objects, needs first
to be extracted and represented in a structural form. This is accomplished in the procedure of "feature extraction" as shown on the top or left part of Figure 1. With the features, the similarities between the query pattern and the target patterns in the database can be measured and then sorted to obtain the most similar patterns, as depicted in Figure 1 and discussed as follows.

3.1. Feature Extraction. In order to compare the design patterns, the attributes for every pattern need to be extracted and represented structurally. As can be seen from the examples in Figure 4, every pattern contains a variable number of heterogeneous image objects with respective attributes, so conventional feature representation based on the popular bag-of-words model [22] for information retrieval appears too simple and imprecise to be applicable. In this paper, the keywords of the image objects and the attributes of the image objects assigned during composition, such as the location, size, and transparency, were extracted to represent the feature of the pattern. A pattern can then be described with a set of heterogeneous objects with variable attributes.

Figure 5 shows an example of attributes extracted from an image object. In Figure 5, the attribute table on the right hand side corresponds to the head object on the left hand side. On the other hand, the caption on the left hand side has the attributes of $x$, $y$, size, font text, font type, and font color. Since each pattern contains a variable number of heterogeneous objects, it is necessary to consider the types of the objects when matching two patterns, which will be discussed in the following section.
Figure 4: Example design patterns containing the elements of various types from different sources.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>P0320081016195102</td>
</tr>
<tr>
<td>Type</td>
<td>Picture/head</td>
</tr>
<tr>
<td>Size</td>
<td>50</td>
</tr>
<tr>
<td>x</td>
<td>19 px</td>
</tr>
<tr>
<td>y</td>
<td>57 px</td>
</tr>
<tr>
<td>Transparency</td>
<td>0</td>
</tr>
<tr>
<td>Special effect</td>
<td>No</td>
</tr>
<tr>
<td>Rotation angle</td>
<td>0</td>
</tr>
<tr>
<td>Mirror effect</td>
<td>No</td>
</tr>
<tr>
<td>Tags</td>
<td>Uncle Mau (role name)</td>
</tr>
<tr>
<td></td>
<td>Cape no. 7 (movie name)</td>
</tr>
</tbody>
</table>

Figure 5: An example of extracted attributes corresponding to the head object.

3.2. Similarity Measure and Pattern Retrieval. Similarity or dissimilarity measures are critical for quite a few tasks on information retrieval and machine learning [23, 24]. Because the feature of a comic pattern in this study is structural and contains a set of heterogeneous objects, it is inappropriate to compute the similarity between two patterns based on the classical cosine similarity. Assume the features of two patterns are $p$ and $q$, where $p = \{p_i\}$, $q = \{q_j\}$, and $p_i$’s and $q_j$’s are the image objects in the two patterns, respectively. The numbers of elements in $p$ and $q$ and the types of image objects, $p_i$ and $q_j$, may be different, as depicted in Figure 6(a). Different symbols in Figure 6(a) stand for different types of...
image objects, such as head, body, or font. Since there might be more than one object for a type, for an object in one pattern it is reasonable to find the most matched object of the same type in the other pattern. The similarity between the two matched objects then contributes to the similarity of the two patterns. In this way, the similarity between the two patterns \( p \) and \( q \) can be accumulated for all matched pairs of objects. Figure 6(b) is further used to illustrate how two patterns are compared. The pattern on the left hand side of Figure 6(b) contains one head and one body, but the pattern on the right hand side contains two heads (elder and younger) and two bodies. It is intuitive to find the most matched head object on the right hand side of Figure 6(b) for the head object on the left hand side. When two patterns are compared, every object in one pattern is used to find the most matched object of the same type in the other pattern individually, as shown in Figure 6(a), and the similarities of all matched pairs are accumulated into the similarity of the two patterns.

However, how should the similarity between two objects be defined to measure the degree that they are similar to each other? Intuitively, the similarity should be 0 if \( p_i \) and \( q_j \) are of different types and could be the degree of similarity for all attributes between the two objects, otherwise, as follows:

\[
s(p_i, q_j) = \sum_k \text{hit}(p_i[k], q_j[k])
\]

if type \((p_i)\) equals type \((q_j)\),

\[0\text{ otherwise}.
\]

Here \( p_i \) and \( q_j \) are the objects in the two patterns, respectively, \( k \) signifies the attribute index, and \( p_i[k] \) and \( q_j[k] \) signify the values of attribute \( k \) for \( p_i \) and \( q_j \), respectively. In addition, \( \text{hit}(p_i[k], q_j[k]) \) gives a positive score that indicates that the values of attribute \( k \) meet the criteria of similarity for that attribute and is 0 elsewhere. In other words, the score is positive when the two objects are similar enough on that attribute and 0 if they are not. The criteria of similarity can be defined flexibly according to the characteristic of the attribute, as shown in Table 1. For the attribute location, for instance, the criteria could be whether the two objects are close enough spatially, while that for the attribute font color could be whether the difference between two font colors in color space is small enough. In addition, higher weights of similarity could be assigned to more important attributes. In this study, doubled weight is imposed on the attribute id because the image itself is very distinguishable visually. For the attribute tags containing a list of keywords, the number of common keywords is taken into account so as to increase the weight of the attribute. In this way, the similarity between two objects can be measured numerically by accumulating the similarities for all attributes.

With the similarity of objects, \( s(p_i, q_j) \), depicted in (1), the most matched image object \( q^*_j \) in \( q \) corresponding to the object \( p_i \) in \( p \) can be computed as

\[
q^*_j = \text{argmax}_{q_j \in q} s(p_i, q_j),
\]

as shown in Table 1.
where the object $q_i^*$ and the object $p_i$ are of the same type. Table 2 shows an example for illustrating the computation of similarities between the head object on the left hand side of Figure 6(b) and the two objects (elder head and younger head) on the right hand side of Figure 6(b), respectively. As can be seen from Table 2, the total similarities for the elder head and the younger head are 5 and 2, respectively, so the elder head is the most matched object, and the similarity score 5 is accumulated into the similarity between the two patterns in Figure 6(b).

The similarity between the two patterns, $p$ and $q$, can thus be computed by accumulating the similarities for all most matched pairs of objects as follows:

$$s(p, q) = \sum_{p \in P} s(p_i, q_i^*) .$$

(3)

Based on this definition, the similarities between a query pattern with the feature $q$ and the target patterns with the features $p_i$'s can be computed one by one, as shown in the middle of Figure 1. All the similarities can be further sorted to obtain the most similar patterns for the query pattern, which can be formulated as

$$P = n\text{best}, s(q, p_i) ,$$

(4)

where $n\text{best}$ denotes the function of finding $N$-best patterns that have the highest similarities with the query pattern. Note that the similarity defined in (3) is asymmetric, which is valid for pattern retrieval since all the similarities can be accumulated based on the query pattern. However, when applied to the pattern clustering, the similarity or the distance should be symmetric, so the following definitions are used instead:

$$s'(p, q) = \frac{1}{2} [s(p, q) + s(q, p)] ,$$

(5)

$$d(p, q) = 1 - \frac{s'(p, q)}{s_{\text{max}}} .$$

(6)

The processing stages for retrieving the $N$-best patterns are summarized as a flowchart shown in Figure 7. The query pattern and target patterns are first extracted from the database and represented as features, denoted as $q$ and $p_i$'s, respectively. The similarities between query feature $q$ and the target features $(p_i)$ can be computed according to (1)–(3) one by one and sorted according to (4) such that $N$-best patterns for the query pattern can be obtained.

4. Pattern Clustering and Style Analysis

Traditionally, design style usually refers to a prominent group of similar patterns in which implicit rules of attributes exist. To analyze the design styles therefore implies to find out the groups of design patterns and to summarize the styles over them. In this section, clustering algorithms were used to generate the clusters of design patterns, based on which the summarization for design styles could be performed, as shown on the right hand side of Figure 1.

### 4.1. Clustering Design Patterns

Since the distance between two patterns has been defined in (6), it is not difficult to conduct agglomerative clustering for all the patterns [25, 26]. In agglomerative clustering, each pattern initially belongs to a cluster individually. The distances among all pairs of clusters are then computed so as to decide the closest pair of clusters and merge them. This procedure is executed iteratively, and smaller clusters are merged gradually to produce larger clusters according to the distances, as shown in Figure 8(a). Finally, all clusters are merged into one cluster, and a tree structure called dendrogram is constituted, as shown in Figure 8(a). Afterwards, a threshold of distance can be set to split the dendrogram into clusters. For the case shown in Figure 8(a), for instance, the threshold can split the dendrogram into three clusters, $\{p_1, p_2\}$, $\{p_3, p_4, p_5\}$, and $\{p_6\}$, respectively.

In agglomerative clustering, the distance between two clusters could typically be the maximum distance, the minimum distance, or the average distance, among the distances of all pairwise patterns [25]. Here in this study the maximum distance is utilized, as illustrated in Figure 8(b), because it can strictly constrain the similarity for the patterns within every cluster and produces more compact clusters [26]. In addition, the threshold of distance stands for the maximum allowable distance among patterns within every cluster and can be adjusted to obtain different numbers of clusters flexibly. The limitation of agglomerative clustering is that, it may require a
lot of computations for computing the pairwise distances and is therefore suitable for moderate amount of data only.

In addition to agglomerative clustering, \(k\)-means clustering is the most commonly used clustering algorithm. It is popular mainly because it is simple and efficient. Also, it works fairly well for quite a few applications. Conventional \(k\)-means clustering is based on square-error criterion,

\[
E_k = \sum_{x_i \in C_k} (x_i - m_k)^2, \tag{7}
\]

and the centroid of each cluster is computed as

\[
m_k = \frac{1}{|C_k|} \sum_{x_i \in C_k} x_i, \tag{8}
\]

However, for the structural design patterns studied in this paper, it is impossible to compute the centroid for a cluster of patterns according to (8), because each pattern contains a set of objects whose attributes are perhaps categorical instead of numerical (e.g., \textit{font type} or \textit{tags}). To deal with this issue, here a \textit{pseudo centroid} based on the minimization of average distance is proposed. Note that the conventional centroid in (8) is a point that minimizes the within-cluster variance and the average distance. Though it is infeasible to find the average for nonnumerical data, it is possible to compute the pairwise distance of patterns according to (3). Hence, the pseudo centroid for a cluster can be defined as the pattern that achieves the minimum average (or total) distance in a cluster, as follows:

\[
\hat{m}_k = \arg \min_{i} \left( \sum_{j \neq i} d\left(p_i, p_j\right) \right). \tag{9}
\]

Accordingly, the \(k\)-means clustering can be modified and conducted for the structural patterns in this study. Note the pseudo centroid here is not the average of the patterns in fact, but a pattern that is selected from the cluster and regarded as close to the \textit{center} of the cluster relatively. Therefore, the criterion of minimizing the square error for \(k\)-means clustering does not hold for the modified version.

4.2. Style Analysis. After the clustering was performed, a few clusters of patterns were produced. Since every cluster contains a set of patterns that are similar to one another, it is possible to collect the statistics of the attributes for each cluster so as to find out the key attributes that contribute mostly to the similarity of the patterns within the cluster. This is actually the issue of summarization in data mining. However, because some attributes of image objects here are categorical variables (e.g., \textit{font type} or \textit{tags}) instead of continuous or numerical variable, it is infeasible to summarize a cluster according to the means, variances, or ranges for the attributes. In this section, an analysis approach based on the attribute similarity was proposed, based on which summarization can be performed.

As depicted in (1), the similarity between objects can be accumulated for all attributes such that the similarity between two patterns can be obtained, as illustrated in (3). To summarize the style on a cluster, the similarity between pairwise patterns within the cluster in (2) and (3) could be computed once again to collect the statistics of the attributes. Let \(p\) and \(q\) denote two patterns within a cluster, \(C\). The statistics of the attributes can then be collected based on the procedure of Algorithm 1, in which \(q_i^*\) is the most matched object in pattern \(q\) for the object \(p\) in pattern \(p\), as depicted in (2), and \(k\) is the attribute index for the objects \(p\) and \(q\).

It can be seen from Algorithm 1 that the count of attribute \(k\) is increased when the attribute values of \(p\) and \(q_i^*\) meet the criteria of similarity for the attribute. Moreover, when the attribute is \textit{name}, \textit{tags}, or \textit{font text} that contains perhaps multiple keywords, the content strings need to be further parsed such that the statistics of the keywords can be collected to summarize the main topics for the cluster.

5. Experiments and Analysis

5.1. Retrieval of Similar Patterns. The web application described in Section 2 was used to compose 709 comic figures by 66 designers. These patterns were extracted from the database, represented as the features according to the attributes of objects, and used for retrieval. Query patterns were also selected randomly from these patterns and used to
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for every $p, q \in C$ and $p \neq q$
for every $p_i \in p$ and $q^*_i \in q$ as the most matched pair
for each attribute $k$ for $p_i$ and $q^*_i$

\[
\text{if } (\text{hit}(p_i [k], q^*_i [k]) > 0)
\]
\[
\text{count} [k]++ = \text{hit}(p_i [k], q^*_i [k])
\]
\[
\text{if } (k \text{ is name, tag or font text})
\]
\[
\text{parse the strings of } p_i [k] \text{ and } q^*_i [k] \text{ and}
\]
\[
\text{collect the statistics of the keywords}
\]
end if
end for
end for

**Algorithm 1**: Procedure of collecting the statistics of attributes and keywords for a cluster of patterns.

Table 3: Average of means and standard deviations for pairwise similarities for all clusters.

<table>
<thead>
<tr>
<th>Clustering</th>
<th>$K$-means partitioning clustering</th>
<th>Agglomerative clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of clusters</td>
<td>50 100 150 200 250 300 253 (6.0)</td>
<td>305 (6.5)</td>
</tr>
<tr>
<td>Average of means</td>
<td>5.34 6.40 6.95 7.29 7.63 8.04 8.09</td>
<td>8.4</td>
</tr>
<tr>
<td>Average of standard deviations</td>
<td>1.81 1.61 1.40 1.36 1.17 0.97 0.61</td>
<td>0.49</td>
</tr>
</tbody>
</table>

retrieve 10-best patterns that are most similar to the query pattern, according to the flowchart depicted in Figure 7. The retrieval results are shown in Figure 9. In both Figures 9(a) and 9(b), the top-left icons are the query patterns and the rest icons are the corresponding retrieved patterns. As can be seen from this figure, the proposed scheme is able to find out visually similar patterns, which contain either common elements or the elements with similar attributes of size, location, name, tags, and so on. In addition, it can be seen that the icons with higher similarity look more similar to the query pattern in general. The patterns in the upper row, for example, are more similar than those patterns in the lower row visually. This implies that the proposed similarity measure based on the attributes can achieve quite adequate discriminative capability for the structural patterns.

Moreover, it can be observed that a few elements are commonly used in the 10-best patterns when compared with the query pattern. Therefore, the designers can learn efficiently from the retrieval results how the elements used in their works are utilized differently or innovatively by other designers. For example, they may learn how a character (head object) can be accompanied with different background scenes, props, or bodies, and what their relative locations are. This may help the designers to improve the design skills and inspire them for creation. It can also encourage the exchange of ideas and facilitate the sharing of such resources as the patterns in a design support system.

5.2. Analysis of Pattern Clusters. The patterns can be further clustered by the algorithms depicted in Section 4.1. First, the $k$-means clustering was performed. Note that for $k$-means clustering, if the clusters are initially selected randomly, its performance is unstable and very sensitive to the initial selection. Therefore, here in this study the largest cluster was selected to split into two clusters iteratively so as to increase the cluster number gradually. In addition, the clustering is performed based on pairwise similarity, so the mean and variance of pairwise similarities for each cluster can be defined as

\[
m_{PS} = \frac{1}{C^2_m} \sum_{i \neq j} s(p_i, p_j),
\]
\[
\sigma^2_{PS} = \frac{1}{C^2_m} \sum_{i \neq j} (s(p_i, p_j) - m_{PS})^2,
\]

respectively, where $n$ denotes the number of patterns in the cluster, $C^m_n$ with the value of $n(n - 1)/2$ denotes the number of unequal pairs of patterns in the cluster, and $p_i$ and $p_j$ are two patterns within a cluster. The average of the means and standard deviations for pairwise similarities for all clusters can then be used to measure the overall closeness for all clusters.

In addition, since the space of the structural patterns is sparse, large number of clusters is necessary in order to obtain visually similar clusters. Therefore, $k$-means clustering was conducted on the 709 patterns for the group number from 50 to 300 with a step of 50, and the results are displayed in Table 3. It can be seen from Table 3 that the average of means increases as the number of clusters is increased from 50 to 300. However, the average of standard deviations decreases slowly because the pairwise similarities within every cluster are not constrained strictly and more outliers are included. Figure 10 further shows two examples of clusters obtained from $k$-means clustering with 200 clusters. As can be seen from this figure, the $k$-means clustering tends to produce the clusters with outliers that are visually less similar to the other patterns.
Furthermore, agglomerative clustering depicted in Section 4.1 was conducted for the patterns, and a strict threshold of distance was selected such that every pairwise similarity within a cluster must be above a similarity threshold. Note that the maximum distance applied during agglomeration as depicted in Figure 8(b) also imposes the constraint of minimum pairwise similarity according to (6). Therefore, agglomerative clustering can constrain all pairwise similarities within every cluster strictly. The averages of means and standard deviations for minimum similarities of 6.0 and 6.5, corresponding to 253 and 305 clusters are 8.09/0.61 and 8.40/0.49, respectively, as can be seen from Table 3. Such result means that, for structural patterns, agglomerative clustering is more effective than k-means clustering in average for obtaining visually similar patterns within every cluster. 46 large clusters with more than three patterns and 173 small chunks can be obtained finally when excluding 86 outliers from the dendrogram for the 305 clusters. A few patterns in four large clusters are displayed in Figure 11, in which every row corresponds to a cluster. As can be observed in this figure, the patterns in every cluster show high degree of similarity and the styles can be easily discriminated visually. The topics of the patterns for the four clusters are mainly the horse-riding dance in a Korean
Table 4: Contributions of the attributes to pattern similarity within every cluster.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>24.36%</td>
<td>20.23%</td>
<td>23.08%</td>
<td>21.71%</td>
</tr>
<tr>
<td>Location</td>
<td>5.95%</td>
<td>5.84%</td>
<td>7.69%</td>
<td>7.75%</td>
</tr>
<tr>
<td>Size</td>
<td>12.18%</td>
<td>14.01%</td>
<td>23.08%</td>
<td>24.03%</td>
</tr>
<tr>
<td>Name</td>
<td>12.18%</td>
<td>13.23%</td>
<td>11.54%</td>
<td>10.85%</td>
</tr>
<tr>
<td>Tags</td>
<td>42.78%</td>
<td>40.08%</td>
<td>34.62%</td>
<td>32.56%</td>
</tr>
<tr>
<td>Font size</td>
<td>1.42%</td>
<td>0.78%</td>
<td>0</td>
<td>0.78%</td>
</tr>
<tr>
<td>Font type</td>
<td>0.85%</td>
<td>0.39%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Font color</td>
<td>0.28%</td>
<td>5.45%</td>
<td>0</td>
<td>2.33%</td>
</tr>
</tbody>
</table>

| Keywords with high frequency | Keywords relevant to a Korean show: Jiang-Nan (role), Pu Jae-Shiang (actor), suits of horse-riding dance, horse-riding dance. | Keywords relevant to the movie “Iron Man”: space base, Iron Man II, Iron man. | Keywords relevant to a comic star in a Chinese drama: God of wealth, Stephen Chou (actor), hat for God of wealth. | Keywords relevant to pop music: male singer, A-Shin (singer), Mayday (band), with suit and microphone. |

Figure 10: Example of clusters generated by $k$-means clustering with 200 clusters.

show, the scenes in the movies *iron man* and *iron man II*, a comic movie star in a Chinese drama, and a Taiwanese rock band, respectively. The visual clues are so prominent that the designers can make conclusions on the topics of the clusters by themselves instinctively.

In addition, the cooccurrences of image objects with high frequency imply the preference of collocation or the correlation that might be socially and culturally meaningful. The character and the body in the first cluster, for example, are from a Korean show, and the character and the prop in the third cluster are from a Chinese drama. Therefore, such analysis for patterns could help to discover the public images, designers’ behaviors, or cultural knowledge that might be delivered implicitly in the designed patterns. Moreover, the main clusters can give the designers a quick and broad view of the design works in an orderly manner and make them avoid being overwhelmed by a lot of disordered patterns. Therefore, it can also be used for browsing the patterns structurally and systematically, which can potentially improve the user experiences for design support systems.

5.3. Automatic Style Analysis. When the style analysis proposed in Section 4.2 was further applied to the clusters, the contributions of the attributes to the similarity for each cluster could be estimated according to the statistics computed from the procedure of Algorithm 1. The statistics of the attributes and the summary of important keywords with high frequency corresponding to the four clusters in Figure 11 are further displayed in Table 4. As can be observed from this table, clusters 3 and 4 have relatively higher ratio of similarity...
on the attribute of size, and cluster 1 has the highest similarity on the attribute of tags due to more common head and body. The most relevant keywords for each cluster can be summarized automatically according to their occurrence counts, as shown in Table 4, and used to indicate the main topics of the cluster. Through the proposed approach, it becomes possible to perform style analysis and summarization on pattern clusters automatically at a significantly lower cost than conventional summarization by experts. The analysis results may be helpful for both the learners and the tutors and applicable to design learning systems.

6. Conclusions

In this paper, the architecture for representing, comparing, retrieving, and analyzing the design patterns of digital contents was proposed. Based on this scheme, design support systems can be built to assist the content creation and facilitate the sharing of patterns among the designers. Designers can view the design patterns similar to their work efficiently and see how the design elements used in their works are utilized differently and innovatively by others. These observations can help the designers to enhance their skills and stimulate their imaginations during
the process of learning or creating. The proposed scheme has been verified with a design support system for the content creation of comic figures; thus, the design elements, which include objects of various types, can be searched, edited, and assembled into patterns. Subsequently, these patterns can be compared, retrieved, and clustered, while the design styles can be analyzed and summarized efficiently. This scheme is generally applicable to the creation of digital contents, and it shows potential for applications in the fields of design and education.
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