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Accelerated degradation tests (ADT) modeling is an important issue in lifetime assessment to the products with high reliability and long lifetime. Among the literature about the accelerated nonlinear degradation process modeling, the current methods did not consider the product-to-product variation of the products with the same type. Therefore, this paper proposes an accelerated degradation process modeling method with random effects for the nonlinear Wiener process. Firstly, we derive the lifetime distribution of the nonlinear Wiener process with random effects. Secondly, the nonlinear Wiener process is used to model the degradation process of a single stress, and the drift coefficient is considered as a random variable to describe the product-to-product variation. Using the random acceleration model, the random effects are incorporated into the constant stress ADT models and the step stress ADT models. Then, a two-step maximum likelihood estimation (MLE) method is presented to estimate the unknown parameters in the degradation models. Finally, a simulation study and a case study are provided to demonstrate the application and superiority of the proposed model.

1. Introduction

In the accelerated tests, the products are tested at high levels of accelerating variables (e.g., current, temperature, voltage, or pressure) to obtain the estimates of life or long-term performance at normal conditions through a physically reasonable statistical model [1]. Thus, the accelerated tests are widely used in manufacturing industries and maintenance, for example, to assess the lifetime distribution of the products, derive the prior information for the real time remaining useful life estimation, apply in the burn-in test to eradicate manufacturing defects, [1–4], and so forth. Accelerated life tests (ALTs) are the traditional method to assess the lifetime distribution of the products. However, conducting an ALT is time-consuming and requires many time-to-failure data. Moreover, it is difficult to obtain enough time-to-failure data in a short period of testing time, especially for the highly reliable and long-lifetime products.

To overcome these difficulties, an alternative method called accelerated degradation tests (ADT) is to collect the quality characteristic data, whose degradation is highly correlated with the lifetime of the products. Compared with the ALT, ADT could provide more reliability information and be conducted more quickly [1, 5]. The research focus on the ADT includes two main aspects, that is, degradation modeling and degradation tests optimization. As the ADT modeling is the basis of the degradation tests optimization, it has gained much attention in recent years [6]. The commonly used models for ADT modeling based on the stochastic processes are the Gamma process and Wiener process [7]. The Gamma process only adapts to the degradation process which is always positive and strictly increasing. However, many degradation processes are not strictly increasing. The Wiener process has provided a feasible way to handle this problem [8]. The typical properties of the Wiener process are the nonmonotonic property, infinite divisibility property, and physical interpretations, which could provide a good description of system’s dynamic characteristic [9]. Based on these typical properties, the Wiener process has been widely used to model the degradation processes, such as rotating element bearings [2], LEDs [4, 10–12], superluminescent diodes (SLD) [13], laser generators [14], bridge beams [15], gyros [16], capacitors [17], hard disk drives [18], and lithium-ion batteries [19]. For the ADT modeling, Liao and Tseng [10]...
used the nonlinear Wiener process to model the step stress ADT (SSADT). Tseng and Peng [11] used the nonlinear Wiener process to model the constant stress ADT (CSADT). Similar works can be found in [12, 13]. However, in these studies, the random effects are not incorporated into the ADT modeling.

The random effects have already been incorporated in the degradation path of a single stress. Peng and Tseng [14] incorporated the random effects into the modeling of the Wiener process by regarding the drift parameter of the Wiener process as a random value. Similarly, Wang [15] assumed that the drift parameter and the diffusion parameter are all random for the nonlinear Wiener process to represent the product-to-product variation among different products. Moreover, the random effects have already been incorporated into the ADT modeling with the Gamma process [20]; thus, it is necessary to incorporate the random effects into the ADT modeling with the Wiener process. Tang et al. [21] presented a model with random effects for the SSADT through the linear Wiener degradation process. However, the random effects have not been incorporated in the nonlinear accelerated degradation process, which exists widely in the degradation paths [16, 17].

For the degradation process with random effects, a classic work about estimating the unknown modeling parameters by the MLE method is presented by [14], which has further been applied to the nonlinear Wiener process [16] and the Wiener process with measurement error [18, 22, 23]. However, the drift parameter is assumed to be random for a specific item, which is not consistent with the modeling assumptions and could lead to negative estimation of the variance of the drift parameter. To solve this problem, Tang et al. [19] presented a two-step MLE method to ensure the consistency of the modeling assumptions. However, this method is only for the degradation data with a single stress.

From the above review of the related works, we observe that modeling the ADT for the nonlinear degradation process has not been studied thoroughly. There are two main issues remaining to be solved for modeling the nonlinear ADT. The first is to describe the relation between the stress and the degradation rate with random effects. The second is to estimate the unknown parameters in the model. To solve the first issue, we generalize the modeling method from the single stress to the ADT. As the method presented by Wang [15] needs the expectation maximization algorithm to estimate the model parameters, it is difficult to be generalized to the ADT. Thus, we only regard the drift parameter as the random value to represent the random effects, similar to [14, 16, 21, 23, 24]. Then, we present a nonlinear degradation model with random effects for the CSADT and SSADT. To solve the second issue, we propose a two-step maximum likelihood estimation (MLE) method to estimate the unknown parameters of the ADT data. Finally, the application and superiority of the proposed model are validated through a simulation study and a case study.

The remainder of this paper is organized as follows. Section 2 develops the degradation modeling of the nonlinear Wiener process and derives the lifetime distribution. In Section 3, we incorporate the random effects into the CSADT and the SSADT. In Section 4, we propose a new MLE method to estimate the unknown parameters. A simulation study and a case study are provided in Section 5. Section 6 draws the main conclusions.

2. Degradation Modeling and Lifetime Distribution Estimation

2.1. Degradation Model. There are four main types of nonlinear Wiener process for the degradation modeling, that is, log-transformation [2, 25], time-scale transformation [15, 18, 26], direct modeling [16, 23], and general Wiener process [17, 24]. The time-transformed Wiener process is most commonly used to model the accelerated degradation data [10, 11, 27]. Therefore, in this paper, we use the time-transformed Wiener process to model the ADT data with random effects. The modeling of other types of Wiener process for the ADT data is similar. Let $X(t)$ denote the degradation value at time $t$; then the degradation process can be represented as follows:

$$X(t) = \lambda \Lambda(t) + \sigma_B B(\Lambda(t)), \quad (1)$$

where $\lambda$ is the drift parameter, $\Lambda(t)$ is a positive nondecreasing function (e.g., $\Lambda(t) = t^\theta$ and $\Lambda(t) = e^{\theta t} - 1$), $\sigma_B$ is the diffusion parameter, and $B(t)$ is the standard Brownian motion which represents the stochastic dynamics of the degradation process. If $\Lambda(t) = t$, the nonlinear model becomes the traditional linear drift-based Wiener process which appeared in [14]. That is,

$$X(t) = \lambda t + \sigma_B B(t). \quad (2)$$

In most degradation applications, there exists substantial product-to-product variability among the degradation processes of different individuals. Such heterogeneity in the degradation paths can be represented by the random effects of the degradation processes. As mentioned above, it is difficult to model the accelerated degradation processes if the $\lambda$ and $\sigma_B$ are both considered as the random parameters to represent the heterogeneity among different products. Therefore, in this paper, we only regard the drift parameter as the random parameter to represent the heterogeneity among different products. For simplicity, it is assumed that $\lambda$ follows the normal distribution, that is, $N(\mu_\lambda, \sigma_\lambda^2)$. In the following, we propose the lifetime distribution of the degradation model with random effects.

2.2. Derivation of the Lifetime Distribution. Generally, if $X(t)$ reaches a prespecified failure threshold $w$ for the first time, a product is announced to be failed. Then, under the concept of the first hitting time (FHT) of the degradation process, the lifetime of the Wiener process can be represented as

$$T = \inf \{t : X(t) \geq w \mid X(0) \leq w\}. \quad (3)$$

The main results of the lifetime distribution are summarized in the following proposition.
Proposition 1. For the nonlinear degradation process as shown in (1), the probability density function (PDF) and the cumulative distribution function (CDF) of the lifetime can be obtained as follows:

\[
f_T(t) = \frac{\omega}{\sqrt{2\pi\Lambda(t)^3}} \left( \sigma_A^2 \Lambda(t) + \sigma_B^2 \right) \\
\times \exp\left( -\frac{(\omega - \mu_A \Lambda(t))^2}{2\Lambda(t) \left( \sigma_A^2 \Lambda(t) + \sigma_B^2 \right)} \right) d\Lambda(t) \\
+ \exp\left( \frac{2\mu_A \omega}{\sigma_B^2} + \frac{2\sigma_B^2 \omega^2}{\sigma_B^2} \right) \\
\times \Phi\left( -\frac{2\sigma_B^2 \Lambda(t) + \sigma_B^2 (\omega + \mu_A \Lambda(t))}{\sigma_B^2 \sqrt{\sigma_A^2 \Lambda(t) + \sigma_A^2 \Lambda(t)^2}} \right).
\]

(4)

Proof. In the sense of the FHT, it is well known that the Wiener process crossing a constant threshold \( \omega \) obeys an inverse Gaussian distribution [28]. Accordingly, the CDF of the lifetime for the linear model given in (2) can be obtained as follows:

\[
F_T(t) = \Phi\left( \frac{\mu_A \Lambda(t) - \omega}{\sigma_B^2 \Lambda(t) + \sigma_A^2 \Lambda(t)^2} \right) + \exp\left( \frac{2\mu_A \omega}{\sigma_B^2} + \frac{2\sigma_B^2 \omega^2}{\sigma_B^2} \right) \Phi\left( -\frac{\omega + \mu_A \Lambda(t)}{\sigma_B^2} \right).
\]

(5)

By considering the random effects, that is, \( \lambda \sim N(\mu_A, \sigma_A^2) \), the CDF becomes [14]

\[
F_T(t) = \Phi\left( \frac{\mu_A \Lambda(t) - \omega}{\sigma_B^2 \Lambda(t) + \sigma_A^2 \Lambda(t)^2} \right) \\
+ \exp\left( \frac{2\mu_A \omega}{\sigma_B^2} + \frac{2\sigma_B^2 \omega^2}{\sigma_B^2} \right) \Phi\left( -\frac{\omega + \mu_A \Lambda(t)}{\sigma_B^2} \right).
\]

(6)

By setting \( \Lambda(t) = \Lambda(t) \) in the above equation, we obtain the CDF of the nonlinear Wiener process as shown in (5). Then, taking the first derivative of the CDF with \( t \) gives the PDF in (4) after some algebraic operation. This completes the proof.

Note that if we set \( \Lambda(t) = t \) in (4) and (5), the lifetime distribution of the nonlinear Wiener process can be reduced to the distribution of the linear model. This is as expected because the linear model is a special case of the nonlinear model. This result is desired since the analytical explicit form of the lifetime distribution is obtained. To gain the degradation information under the typical-use stress, the ADT should be modeled first. We address this issue in the following section.

3. Accelerated Degradation Modeling

In this section, we incorporate the random effects into the accelerated degradation test modeling. As the constant stress ADT (CSADT) and the step stress ADT (SSADT) are the two typical ways for implementing the ADT, these two types of ADT modeling with random effects are the main focus in this paper. In order to model the degradation path under ADT, the random acceleration model is first introduced in the following.

3.1. Random Acceleration Model. Acceleration model is used to describe the relation between the stress and the degradation rate [29]. The conventional acceleration model includes the power rule model, Arrhenius model, and Eyring model. The power rule model is usually applied for the dielectric breakdown of capacitors and fatigue testing of materials. And the Arrhenius model is commonly used for the thermaals and semiconductor materials. For more details of the acceleration model, see [29]. To represent the product-to-product variability among different products, Tang et al. [21] proposed a random Arrhenius model for the linear SSADT. In this paper, we generalize the random Arrhenius model to the nonlinear case.

For the nonlinear degradation process given in (1), the conventional Arrhenius model can be expressed as

\[
\lambda(S) = ae^{-b/S},
\]

where \( a \) and \( b \) denote the constants and \( S \) denotes the stress. It can be observed that the drift parameter is constant. To represent the product-to-product variability among different products, the drift is assumed as a random parameter as discussed previously. Then, we have

\[
\lambda(S) = ae^{-b/S}, \quad a \sim N\left(\mu_a, \sigma_a^2\right).
\]

(8)

Note that if we assume that \( \sigma_a^2 = 0 \), then the random Arrhenius model turns to the conventional Arrhenius model. This is as expected since any properly developed random model should cover the constant model as its special case. Similarly, we can also incorporate the randomness into the power rule model and Eyring model, respectively, as follows:

\[
\lambda(S) = aS^b, \quad a \sim N\left(\mu_a, \sigma_a^2\right),
\]

\[
\lambda(S) = aSe^{-b/S}, \quad a \sim N\left(\mu_a, \sigma_a^2\right).
\]

(9)

3.2. Model the CSADT with Random Effects. For the CSADT, the products are divided into some groups and each group is tested in an accelerated stress. Compared with the SSADT, the CSADT needs more products to conduct an ADT efficiently.
However, it gains more degradation information in one stress and is easy to extend to the case with more types of stress [11, 12]. Thus, it has been applied widely in practice, for example, LEDs [11, 12], OLEDs [30], and so forth. In the following, we incorporate the random effects into the CSADT and use the random Arrhenius model for an illustrative purpose.

Let $S_1, S_2, \ldots, S_m$ denote $m$ higher stress levels such that $S_1 < S_2 < \cdots < S_m$. Based on the random Arrhenius model, the drift parameter under stress $S_i$ can be represented as

$$\lambda_i = \lambda_i(S_i) = a S_i^b, \quad a \sim N \left( \mu_a, \sigma_a^2 \right).$$

(11)

It follows that

$$\lambda_i \sim N \left( \mu_a S_i^b, \sigma_a^2 e^{-2b/S_i} \right).$$

(12)

Let $X(t \mid S_i)$ denote the degradation value at time $t$ under stress $S_i$; then the degradation process can be formulated as

$$X(t \mid S_i) = \lambda_i \Lambda(t) + \sigma_B \mathcal{B}(\Lambda(t)), \quad i = 1, 2, \ldots, m.$$  

(13)

### 3.3. Model the SSADT with Random Effects.

For the SSADT, all the products are tested in the same accelerated stress, and the stress increases or decreases step by step from a level to a predefined level until an appropriate termination time is reached [13, 31, 32]. Obviously, the advantage of the SSADT is that only a few test units are needed for conducting an ADT. Thus, it is more efficient than the CSADT and has been applied to LEDs [10], SLDS [13], and so forth. The SSADT with random effects can be expressed as follows.

Suppose that the testing stress of an SSADT experiment can be expressed as follows, where $t_{i-1}$ and $t_i$ denote the initiative and terminal time under stress $S_i$, respectively:

$$S = \begin{cases} S_1 & 0 \leq t < t_1 \\ S_2 & t_1 \leq t < t_2 \\ \vdots \\ S_m & t_{m-1} \leq t < t_m. \end{cases}$$

(14)

For an illustrative purpose, we apply the random power rule model to represent the product-to-product variability among different products. Then, the drift parameter under stress $S_i$ can be represented as

$$\lambda_i = \lambda_i(S_i) = a S_i^b, \quad a \sim N \left( \mu_a, \sigma_a^2 \right).$$

(15)

Similar to the CSADT, the drift parameter also follows the normal distribution; that is,

$$\lambda_i \sim N \left( \mu_a S_i^b, \sigma_a^2 S_i^{2b} \right).$$

(16)

Figure 1 shows a typical transformed SSADT plot with three stress levels. It can be observed that the starting degradation value under a new stress equals the termination value under the previous stress. Therefore, the degradation process of the SSADT can be expressed as follows:

$$X_{SS}(t) = \begin{cases} \lambda_1 \Lambda(t) + \sigma_B \mathcal{B}(\Lambda(t)) & 0 \leq t < t_1 \\ \lambda_2 \left( \Lambda(t) - \Lambda(t_1) \right) + \lambda_1 t_1 + \sigma_B \mathcal{B}(\Lambda(t)) & t_1 \leq t < t_2 \\ \vdots \\ \sum_{i=1}^{m-1} \lambda_i \left( \Lambda(t_i) - \Lambda(t_{i-1}) \right) + \lambda_m \left( \Lambda(t) - \Lambda(t_{m-1}) \right) + \sigma_B \mathcal{B}(\Lambda(t)) & t_{m-1} \leq t < t_m. \end{cases}$$

(17)

In the following, we develop a parameters estimation method to estimate the parameters in the proposed models.

### 4. Parameters Estimation

In this section, we use the two-step MLE method proposed in [19] to estimate the unknown parameters in the two ADT models. Without loss of generality, we set $\Lambda(t) = t^\theta$. The parameters estimation of other types of $\Lambda(t)$ is similar. As the random effects are considered in the ADT model, the unknown parameters are $\Phi = \{ \mu_a, \sigma_a^2, b, \sigma_B^2, \theta \}$.

#### 4.1. CSADT

It is assumed that there are $N$ tested products in all, and $n_i$ tested products under stress $S_i$. Thus, $N = \sum_{i=1}^{m} n_i$. At the experiment, each product is tested at time $t_1, t_2, \ldots, t_L$. 

Mathematical Problems in Engineering
Let \( z_{ijk} \) denote the increment value for the \( j \)th product at time \( t_k \) under stress \( S_j \); then we have

\[
z_{ijk} = X_j (t_k | S_j) - X_j (t_{k-1} | S_j)
\]

\[
= \lambda_i (\Lambda (t_k) - \Lambda (t_{k-1})) + \sigma_B (\Lambda (t_k) - \Lambda (t_{k-1})) + \sigma_s (\Lambda (t_k) - \Lambda (t_{k-1}))
\]

\[
i = 1, 2, \ldots, m; \quad k = 1, 2, \ldots, L;
\]

Under \( S_i \), \( i-1 \leq j \leq i \) (18)

where \( a_i \) denotes the specific value of the random parameter \( a \) for the \( j \)th product.

Based on the independent increment property of the Wiener process, the \( z_{ijk} \) obeys the normal distribution as follows:

\[
z_{ijk} \sim N (a_i e^{-b/S_i} (\Lambda (t_k) - \Lambda (t_{k-1})), \sigma^2_B (\Lambda (t_k) - \Lambda (t_{k-1})))
\]

Let \( \Theta = \{a_1, a_2, \ldots, a_N, b, \sigma^2_B, \theta\} \); then the log-likelihood function can be expressed as

\[
\ln L (\Theta | Z) = -\frac{mNL}{2} (\ln (2\pi) + \ln (\sigma^2_B)) - \frac{mN}{2}
\]

\[
\times \sum_{k=1}^{L} \ln (\Lambda (t_k) - \Lambda (t_{k-1})) - \frac{1}{2 \sigma^2_B}
\]

\[
\times \sum_{i=1}^{m} \sum_{j=1}^{n_i} \sum_{k=1}^{L} \frac{\left[z_{ijk} - a_i e^{-b/S_i} (\Lambda (t_k) - \Lambda (t_{k-1}))\right]^2}{\Lambda (t_k) - \Lambda (t_{k-1})}
\]

(20)

where \( Z \) denotes the observed data. Taking the first partial derivatives of \( \ln L(\Theta | Z) \) with respect to \( a_1, a_2, \ldots, a_N \) and \( \sigma^2_B \) yields

\[
\frac{\partial}{\partial a_j} \ln L (\Theta | Z) = \frac{1}{\sigma^2_B} \sum_{k=1}^{L} \left[z_{ijk} - a_i e^{-b/S_i} (\Lambda (t_k) - \Lambda (t_{k-1}))\right] e^{-b/S_i},
\]

\[
\frac{\partial}{\partial \sigma^2_B} \ln L (\Theta | Z) = -\frac{mNL}{2 \sigma^2_B} + \frac{1}{2 \sigma^2_B}
\]

\[
\times \sum_{i=1}^{m} \sum_{j=1}^{n_i} \sum_{k=1}^{L} \frac{\left[z_{ijk} - a_i e^{-b/S_i} (\Lambda (t_k) - \Lambda (t_{k-1}))\right]^2}{\Lambda (t_k) - \Lambda (t_{k-1})}.
\]

Then, for specified values of \( a_1, a_2, \ldots, a_N \) and \( \sigma^2_B \) and setting these two derivatives to zero, the results of the MLE for \( (b, \theta) \) can be written as

\[
\hat{a}_i (b, \theta) = \frac{\sum_{k=1}^{L} z_{ijk}}{\sum_{k=1}^{L} e^{-b/S_i} (\Lambda (t_k) - \Lambda (t_{k-1}))},
\]

\[
\hat{\sigma}^2_B (b, \theta) = \frac{1}{mNL}
\]

\[
\times \sum_{i=1}^{m} \sum_{j=1}^{n_i} \sum_{k=1}^{L} \left(z_{ijk} - \frac{\sum_{k=1}^{L} z_{ijk}}{\sum_{k=1}^{L} (\Lambda (t_k) - \Lambda (t_{k-1}))} \right)^2
\]

(22)

\[
\times (\Lambda (t_k) - \Lambda (t_{k-1}))^{-1}
\]

It can be observed that \( \hat{\sigma}^2_B (b, \theta) \) bears no relation with \( b \). Therefore, if we use \( \hat{\sigma}^2_B (b, \theta) \) to derive and maximize the profile log-likelihood function for \( (b, \theta) \), we cannot derive the estimate of \( b \). This problem can be solved as follows.

Let \( a_i = a_i e^{-b/S_i} \) represent the drift parameter of product \( j \) under stress \( i \); by substituting (22) into (20), the profile log-likelihood function for \( \theta \) can be obtained as follows:

\[
\ln L (\theta | Z) = -\frac{mNL}{2} (\ln (2\pi) + \ln (\hat{\sigma}^2_B (b, \theta)))
\]

\[
- \frac{mN}{2} \sum_{k=1}^{L} \ln (\Lambda (t_k) - \Lambda (t_{k-1})) - \frac{mNL}{2}.
\]

(23)

The MLE for \( \theta \) can be obtained by maximizing the profile log-likelihood function in (23) through a one-dimensional search. In this paper, the MATLAB function “FMINSEARCH” is used to find the estimates of \( \theta \). Then, the estimates of \( a_i \) and \( \sigma^2_B \) can be obtained by substituting the estimates of \( \theta \) into (22). Similarly, based on the distribution that \( a_i \sim N(t_i e^{-b/S_i}, \sigma^2_B e^{-2b/S_i}) \), using the MLE method for the estimated \( a_i \) can obtain the estimates of \((\mu_a, \sigma^2_a, b)\). Thus, the final estimates of \( \Phi \) can be derived.

4.2 SSADT. The MLE for the SSADT is similar to that of the CSADT. Assume that there are \( N \) tested products for testing and the random Arrhenius model is utilized to model the relationship between the drift parameter and the stress level. Generally speaking, the degradation value is measured when the stress changes, and thus it is assumed that at time \( (t_i) \) the measurement is implemented. Then, let \( z_{ijk} \) denote
the increment value for the jth product at the kth measurement time \((\tau_k)\) under stress \(S_i\); we have

\[
\begin{align*}
  z_{ijk} &= X_{ij}^1 (\Lambda (\tau_k)) - X_{ij}^1 (\Lambda (\tau_{k-1})) \\
  &= \lambda_i (\Lambda (\tau_k) - \Lambda (\tau_{k-1})) + \sigma_B (\Lambda (\tau_k) - \Lambda (\tau_{k-1})),
\end{align*}
\]

\[
\zeta_i = \sum_{j=1}^m \varphi_j; \\
t_{i-1} < \tau_k \leq t_i; \quad i = 1, 2, \ldots, m; \\
j = 1, 2, \ldots, N; \quad k = \zeta_i + 1, \quad \zeta_i + 2, \ldots, \zeta_j,
\]

(24)

where \(\varphi_j\) denotes the number of measurements under stress \(S_i\) and \(\zeta_i\) denotes the cumulative number of measurements up to stress \(S_i\). It follows that \(L = \zeta_m\). Based on the independent increment property of the Wiener process, the \(z_{ijk}\) obeys the normal distribution as follows:

\[
\begin{align*}
  z_{ijk} &\sim N \left( a_j S_i^b (\Lambda (\tau_k) - \Lambda (\tau_{k-1})), \sigma_B^2 (\Lambda (\tau_k) - \Lambda (\tau_{k-1})) \right) \\
i &\in \{1, 2, \ldots, m\}; \quad j = 1, 2, \ldots, N; \\
k &\in \{ \zeta_{i-1} + 1, \ldots, \zeta_i \}.
\end{align*}
\]

Then, the log-likelihood function can be expressed as

\[
\begin{align*}
  \ln L (\Theta | \mathcal{Z}) &= - \frac{mNL}{2} \left( \ln (2\pi) + \ln (\sigma_B^2) \right) \\
  &\quad - \sum_{i=1}^m \sum_{k=\zeta_{i-1}+1}^{\zeta_i} \ln (\Lambda (\tau_k) - \Lambda (\tau_{k-1})) \\
  &\quad - \frac{1}{2\sigma_B^2} \sum_{i=1}^m \sum_{k=\zeta_{i-1}+1}^{\zeta_i} \frac{[z_{ijk} - a_j S_i^b (\Lambda (\tau_k) - \Lambda (\tau_{k-1}))]^2}{\Lambda (\tau_k) - \Lambda (\tau_{k-1})}.
\end{align*}
\]

(26)

By taking the first partial derivatives of \(\ln L (\Theta | \mathcal{Z})\) with respect to \(a_1, a_2, \ldots, a_N\) and \(\sigma_B^2\) and setting the two derivatives to zero, we have

\[
\begin{align*}
  \hat{a}_j (b, \theta) &= \frac{\sum_{i=1}^m \sum_{k=\zeta_{i-1}+1}^{\zeta_i} z_{ijk} S_i^b}{\sum_{i=1}^m \sum_{k=\zeta_{i-1}+1}^{\zeta_i} S_i^b (\Lambda (\tau_k) - \Lambda (\tau_{k-1}))}, \\
  \hat{\sigma}_B^2 (b, \theta) &= \frac{1}{mNL} \sum_{i=1}^m \sum_{k=\zeta_{i-1}+1}^{\zeta_i} \frac{[z_{ijk} - \hat{a}_j (b, \theta) S_i^b (\Lambda (\tau_k) - \Lambda (\tau_{k-1}))]^2}{\Lambda (\tau_k) - \Lambda (\tau_{k-1})}.
\end{align*}
\]

(27)

Substituting (27) into (26), the profile log-likelihood function for \((b, \theta)\) can be obtained as follows:

\[
\begin{align*}
  \ln L (b, \theta | \mathcal{Z}) &= - \frac{mNL}{2} \left( \ln (2\pi) + \ln (\hat{\sigma}_B^2 (b, \theta)) \right) \\
  &\quad - \frac{1}{2} \sum_{i=1}^m \sum_{k=\zeta_{i-1}+1}^{\zeta_i} \ln (\Lambda (\tau_k) - \Lambda (\tau_{k-1})) - \frac{mNL}{2}.
\end{align*}
\]

(28)

Similar to the MLE of the CSADT, maximizing the profile log-likelihood function in (28) gives the MLE for \((b, \theta)\). Then, the final estimates of \(a_1, a_2, \ldots, a_N\) and \(\sigma_B^2\) can be obtained. Finally, the \((\mu_0, \sigma_0^2)\) can be derived by fitting the estimated \(a_1, a_2, \ldots, a_N\).

5. Experimental Studies

In this section, we provide a simulation study and a case study to demonstrate the application of the proposed ADT model with random effects and compare the performance of our ADT model with the ADT model without considering the random effects. To compare the fitting of the proposed models, the Akaike information criterion (AIC) is used. AIC deals with the trade-off between the goodness of model fitting and the complexity of the model, which can be formulated as

\[
\text{AIC} = 2p - 2 \ln L,
\]

(29)

where \(p\) is the number of parameters and \(L\) is the maximum likelihood.

5.1. A Simulation Study. In this experiment, we use the nonlinear Wiener process to simulate the degradation in terms of the fatigue crack growth in metals for the SSADT. The simulation is based on the fatigue crack growth data described by Lu and Meeker [33], which is originally presented by Hudak et al. [34]. The fatigue crack growth data contains 21 products which are tested until 0.12 million cycles with measurement interval of 0.01 million cycles or until the crack size reaches the critical length of 1.6 inches and results in failure. A similar simulation study based on this fatigue crack growth data for accelerated tests modelling has also been performed in [35].

To illustrate the application of the proposed model, data are simulated based on the random power rule model for three stress levels. The normal level of \(S_0 = 1\) represents the condition of the example data presented in [33]. The three levels used for simulation are \(S_1 \geq 1.2, S_2 = 1.4, \) and \(S_3 = 1.6\). By using the MLE method in [36] and setting that \(b = 1\) in the random power rule model, we can obtain the estimated values of the fatigue crack growth data. The estimated values given in the second line of Table 1 are regarded as the real values to simulate the degradation data. 15 products are simulated with measurement frequency [36].
of 0.003 million cycles and terminated time of 0.09 million cycles, and there are 0.03 million cycles in each stress. The initial value of the degradation data is assumed to be 0; thus, the failure threshold is 0.7. The simulated data are shown in Figure 2. Compared with the practical cases, an advantage of the simulations is that the real values of the model parameters exist.

For simplicity, the model proposed in this paper is referred to as $M_1$ and the model presented by [10, 11] as $M_2$. To compare these two models, Table 1 shows the estimation results of the parameters, the log-likelihood function value, the AIC, and the 95% confidence interval (CI). From Table 1, it can be observed that the estimated parameters by $M_1$ are much closer to the real results than that by $M_2$. Moreover, $M_1$ obtains higher Log-LF and less AIC compared with $M_2$. This implies that the proposed model has better model fit than $M_2$.

To further compare these models, we give the PDFs and CDFs in Figure 3. It is shown that the PDF and CDF of $M_1$ are more close to the real PDF and CDF. The results demonstrate that if the random effects are not considered in the ADT modeling, it could result in sharper PDF and narrower confident interval. Therefore, some failure probability is ignored. If the failure probability in the interval [0.8, 0.9] is ignored, it could lead to hysteretic maintenance and then increase the failure risk at the early time. Additionally, if the failure probability in the interval [1.3, 1.8] is ignored, it could result in premature maintenance and then reduce the utilization rate of the products. The reason why $M_1$ has a better performance than $M_2$ can be explained as follows. If the random effects are not considered in the degradation modeling, the random effects are represented by the uncertainty of the Wiener process, which is different from that of the uncertainty of the random effects. This leads to weak modeling fit and poor accuracy of lifetime estimation. Therefore, it is necessary to consider the random effects in the degradation modeling.

### 5.2. A Case Study

As a solid-state lighting source, the light emitting diodes (LEDs) have been increasingly used in display backlighting, communications, medical services, signage, and general illumination [37–39]. The light intensity of a LED decreases over time, leading to a soft failure when its light intensity drops below a critical threshold level. We use the dataset of the CSADT presented in [40] for an illustrative purpose. To derive the lifetime distribution on the design level under 25 mA, 24 units are put into test under constant accelerated levels of electric current, which are $I_1 = 35$ mA and $I_2 = 40$ mA. The degradation level of each unit was measured every 50 hours until 250 hours. The degradation data are depicted in Figure 4. More details of the degradation data can be found in [40]. Following the engineering routine, the failure threshold level is set as 50.

According to [12, 40], the degradation rate of LEDs regarding the electric current can be described by the power law model. Thus, we use the random power law model to represent the acceleration model. Based on the MLE method presented in Section 4.1, we can obtain the estimation results of the parameters, the log-likelihood function value, the AIC, and the 95% CI as shown in Table 2. For the estimated $\theta$, the nonlinear characteristic is clearly confirmed. In comparison, Table 2 shows that $M_1$ clearly outperforms $M_2$ in terms of the Log-LF and AIC. It indicates that the proposed model has better model fit than $M_2$.

To further test the validity of the ADT model with random effects, we give the normal probability plot for the LED data, as shown in Figure 5. It can be observed that $M_1$ shows a better modeling fit than $M_2$. Additionally, we verify the normality assumption of Wiener process for the LED data by the JB test method [41]. This implies the appropriateness of using the Wiener process.

In the following, we plot the estimated mean degradation paths based on the two models in conjunction with the sample average in Figure 6. The estimating curves by the two models tally quite well. We further depict the PDFs and CDFs based on the two models in Figure 7 by transforming the degradation under the design level under 25 mA. It can be observed that the PDF by $M_1$ is sharper than that of $M_2$. It indicates that whether considering the random effects has little impact on the estimation of the mean time to failure (MTTF) but has distinct impact on the distribution of failure time.

Overall, the simulation study and the practical study demonstrate that the proposed model can work well and efficiently. If the random effects are not considered, some failure probability could be ignored, which leads to the failure maintenance or the premature maintenance. Therefore, it is necessary to consider the random effects.

### 6. Conclusions

In this paper, we study the problem of modeling the accelerated degradation processes based on the nonlinear Wiener process with random effects. In order to represent the product-to-product variability among different individuals of the accelerated degradation processes, we regard the drift parameter of the nonlinear Wiener process as the random
Table 1: Comparisons of two degradation models with the simulated degradation data.

<table>
<thead>
<tr>
<th></th>
<th>$\mu_a$</th>
<th>$\sigma_a^2$</th>
<th>$b$</th>
<th>$\sigma_b^2$</th>
<th>$\theta$</th>
<th>Log-LF</th>
<th>AIC</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real value</td>
<td>17.3</td>
<td>28.6</td>
<td>0.7</td>
<td>$8.57e - 2$</td>
<td>1.50</td>
<td>—</td>
<td>—</td>
<td>[0.0852, 0.223]</td>
</tr>
<tr>
<td>$M_1$</td>
<td>19.0</td>
<td>18.2</td>
<td>0.70</td>
<td>$8.53e - 2$</td>
<td>1.56</td>
<td>1548</td>
<td>−3087</td>
<td>[0.0930, 0.177]</td>
</tr>
<tr>
<td>$M_2$</td>
<td>20.1</td>
<td>—</td>
<td>1.01</td>
<td>0.117</td>
<td>1.58</td>
<td>1492</td>
<td>−2976</td>
<td>[0.106, 0.133]</td>
</tr>
</tbody>
</table>

Table 2: Comparisons of two degradation models with the degradation data of LEDs.

<table>
<thead>
<tr>
<th></th>
<th>$\mu_a$</th>
<th>$\sigma_a^2$</th>
<th>$b$</th>
<th>$\sigma_b^2$</th>
<th>$\theta$</th>
<th>Log-LF</th>
<th>AIC</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td>$3.25e - 05$</td>
<td>$2.06e - 11$</td>
<td>3.14</td>
<td>5.84</td>
<td>0.450</td>
<td>−317</td>
<td>−644</td>
<td>[1672, 53466]</td>
</tr>
<tr>
<td>$M_2$</td>
<td>$1.83e - 05$</td>
<td>—</td>
<td>3.30</td>
<td>6.24</td>
<td>0.448</td>
<td>−320</td>
<td>−648</td>
<td>[1848, 57202]</td>
</tr>
</tbody>
</table>

Figure 3: The estimated PDFs and CDFs by $M_1$ and $M_2$.

Figure 4: Degradation paths of LED. ((a) $I_1 = 35$ mA; (b) $I_1 = 40$ mA.)
parameter. Firstly, we derive the lifetime distribution of the nonlinear Wiener process with random effects. Secondly, the random acceleration model is generalized to the nonlinear case, and the random power rule model and random Eyring model are presented. Then, the random effects are incorporated into the CSADT and SSADT. The unknown parameters in the degradation models are obtained by using the two-step MLE method. A simulation study and a case study with comparison to the existing model under the same conditions show the superiorities of the proposed model. The results demonstrate that it is necessary to incorporate the random effects into the accelerated degradation modeling.

We primarily discuss the issues associated with the accelerated degradation modeling in this paper. Some other issues need to be further exploited. Firstly, we only use the time-transformed Wiener process to model ADT. However, the time-transformed Wiener process could not be appropriate for all the nonlinear degradation process. Therefore, using other types of nonlinear degradation process to model ADT data is needed. Secondly, the modeling of ADT data
presented in this paper is only under a single stress, and thus it is necessary to model the ADT data with multiple stresses. Thirdly, we only discuss the issues regarding how to model the ADT data. However, many researchers are concerned with how to conduct a degradation test efficiently. Thus, optimizing the degradation tests based on Wiener processes with random effects needs to be further researched. Additionally, application in other practical cases is necessary in future research.
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