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The finite-time stability (FTS) problem of discrete-time linear singular systems (DTLSS) is considered in this paper. A necessary and sufficient condition for FTS is obtained, which can be expressed in terms of matrix inequalities. Then, another form of the necessary and sufficient condition for FTS is also given by using matrix-null space technology. In order to solve the stability problem expediently, a sufficient condition for FTS is given via linear matrix inequality (LMI) approach; this condition can be expressed in terms of LMIs. Finally, an illustrating example is also given to show the effectiveness of the proposed method.

1. Introduction

It is well known that singular systems (which are also known as descriptor systems and differential-algebraic systems) have started to play an important role in the fields of engineering such as power systems, economical systems, robotic systems, and chemical processes. One of the most important research areas of singular systems is Lyapunov stability and stabilization. In the last two decades, the problems of stability analysis and control of singular discrete-time systems have attracted a lot of attention. Various approaches have been made to deal with these issues and significant advances have been made on these topics in the literature (see, [1–5] and references therein).

Lyapunov asymptotic stability (LAS) is enough for practical applications, but there are some cases where large values of the state are not acceptable, for instance in the presence of saturations. Recently, much attention has been focused on the problem of finite-time stability (FTS) (or short-time stability). A system is said to be finite-time stable if, once we fix a time-interval, its state does not exceed some bounds during this time-interval. In these cases, we need to check that these unacceptable values are not attained by the state; for these purposes, FTS could be used. Some early results of FTS for state-space system can be found in [6, 7]; more recently, the concept of FTS for state-space system has been revisited in the light of recent results coming from LMI theory, which has allowed finding less conservative conditions guaranteeing FTS, finite-time bounded (FTB), and finite-time stabilization of uncertain, linear continuous-time systems [8–10]. The discrete-time case is dealt with in the paper [11–15], where sufficient conditions for finite-time stability, expressed in terms of matrix inequalities or LMIs, are given. More recently, other contributions to FTS for discrete-time system have been given in [16–19]. So far, however, compared with numerous research results of FTS for state-space systems, few results of finite-time stability of singular system have been given in the literature.

In this paper, which is the extended version of [14] to singular systems, we consider the FTS problem of DTLSS. Our main analysis theorem guarantees FTS if and only if either an invertible symmetric matrix function solving a certain Lyapunov matrix inequality exists or a positive matrix function and a symmetric matrix solving a certain LMIs are satisfied. The condition solving a certain Lyapunov matrix inequality cannot be used as the starting point to solve the synthesis problem. Therefore, in view of the design problem, we focus on the condition involving LMI. However, this condition can become computationally hard to apply, since it requires studying the feasibility of N difference inequalities, if [1, N] is the time interval in which FTS is studied. For this reason a sufficient condition for FTS which requires checking the feasibility of only one inequality is given.
The rest of the paper is organized as follows. The problem statement and definitions are introduced in Section 2. In Section 3, the main results of the conditions of finite-time stability of discrete-time singular systems are given. In Section 4, one simulation example is given to illustrate the theoretical result. Finally, conclusion is given in Section 5.

Notation. Throughout this paper, for real symmetric matrices \( X \) and \( Y \), the notation \( X \geq Y \) (resp., \( X > Y \)) means that the matrix \( X - Y \) is positive semi-definite (resp., positive definite). \( I \) is the identity matrix with appropriate dimension. The superscript “\( T \)” represents the transpose. Matrices, if not explicitly stated, are assumed to have compatible dimensions. \( \text{Rank} X \) represents the rank of matrix \( X \).

2. Problem Statement and Preliminaries

In this paper, we consider the following discrete-time linear singular system (DTLSS):

\[
Ex(\kappa + 1) = Ax(\kappa),
\]

where \( x(\kappa) \in \mathbb{R}^n \) is the state. The matrix \( E \in \mathbb{R}^{n \times n} \) has rank \( E = r \) (\( r \leq n \)) and \( A \) takes value in \( \mathbb{R}^{n \times n} \), respectively. The general idea of finite-time stability of singular system concerns the stability of the state of the system over a finite time interval for some given initial conditions; this concept can be formalized through the following definition.

**Definition 1.** The discrete-time linear singular system (1) is said to be regular if \( \text{det}(sE - A) \) is not identically zero.

**Definition 2.** The discrete-time linear singular system (1) is said to be causal if system (1) is regular and \( \text{deg}(\text{det}(sE - A)) = \text{rank} E \).

**Definition 3** (finite-time stability, FTS). The discrete-time linear singular system (1) is said to be regular, causal, and finite-time stable with respect to \( (\varepsilon, R, N) \), where \( R \) is a positive definite matrix and \( N \in \mathbb{N}_+ \) if DTLSS (1) is regular, causal and

\[
x^T(0)E^TREx(0) \leq 1 \implies x^T(k)E^TREx(k) < \varepsilon^2 \quad \forall k \in \{1, 2, \ldots, N\}.
\]

**Remark 4.** Lyapunov asymptotic stability (LAS) and FTS are independent concepts: a system in which FTS may not be LAS; conversely a LAS system could not be FTS if, during the transients, its state exceeds the prescribed bounds.

In the proof of the theorem, the following results will be used.

**Lemma 5** (see [20]). The matrix measure \( \mu(X) \) of the matrix \( X \) has following properties:

(a) \(-\|X\| \leq \text{Re} \lambda(X) \leq \mu(X) \leq \|X\|

(b) \( \mu(X) = (1/2)\lambda_{\max}(X + X^T) \).

**Lemma 6** (see [14]). The following statements are equivalent.

(i) System \( x(k + 1) = Ax(k) \) is FTS with respect to \( (\varepsilon, R, N) \).

(ii) For each \( k \in \{1, 2, \ldots, N\} \), there exists a symmetric matrix-valued function

\[
P_k(\cdot) : h \in \{0, 1, 2, \ldots, k\} \mapsto P_k(h) \in \mathbb{R}^{n \times n},
\]

such that

\[
A^T P_k(h + 1) A - P_k(h) < 0,
\]

\[
h \in \{0, 1, 2, \ldots, k - 1\};
\]

\[
P_k(k) \geq R,
\]

\[
P_k(0) \leq \varepsilon^2 R.
\]

The main goal of the paper is to find some conditions which guarantee that the system (1) is regular, causal, and FTS.

3. Main Results

Firstly, by using matrix inequalities approach, we give a necessary and sufficient condition under which DTLSS (1), without assumption of regularity, will be regular, causal, and finite-time stable with respect to \( (\varepsilon, R, N) \).

**Theorem 7.** The following two statements are equivalent.

(i) The DTLSS (1) is regular, causal, and FTS with respect to \( (\varepsilon, R, N). \)

(ii) For each \( k \in \{1, 2, \ldots, N\} \), there exists an invertible symmetric matrix-valued function

\[
P_k(\cdot) : h \in \{0, 1, 2, \ldots, k\} \mapsto P_k(h) \in \mathbb{R}^{n \times n},
\]

such that

\[
A^T P_k(h + 1) A - E^T P_k(h) E < 0,
\]

\[
h \in \{0, 1, 2, \ldots, k - 1\};
\]

\[
E^T P_k(k) E \geq E^T R E
\]

\[
E^T P_k(0) E \leq \varepsilon^2 E^T R E.
\]

**Proof.** Firstly, we prove that (ii) implies (i). Let \( k \in \{1, 2, \ldots, N\} \), and assume there exists an invertible symmetric matrix-valued \( P_k(\cdot) \) such that (6a), (6b), and (6c) hold. Let \( \bar{M}, \bar{N} \in \mathbb{R}^{n \times n} \) be nonsingular matrices such that

\[
\bar{M} \bar{N} = \begin{pmatrix} I_r & 0 \\ 0 & 0 \end{pmatrix},
\]

where \( I_r \) is an identity matrix with \( r \times r \) dimensions.
New partitions $\tilde{M}^{-T}P_k(h)\tilde{M}^{-1}$ and $\tilde{M}A\tilde{N}$ conform to $\tilde{M}EN$; that is,
\[
\tilde{M}^{-T}P_k(h)\tilde{M}^{-1} = \begin{pmatrix} P_{1k}(h) & P_{2k}(h) \\ P_{2k}(h) & P_{3k}(h) \end{pmatrix},
\]
\[
\tilde{M}A\tilde{N} = \begin{pmatrix} A_1 & A_2 \\ A_3 & A_4 \end{pmatrix}.
\]  
From (6b), (7), and (8), it is easy to show that $P_{1k}(k) \geq 0$. By using (6a) together with (7) and (8), we have
\[
\begin{pmatrix} * & * \\ A_2^TP_{2k}(k) & \frac{1}{2}A_2^TP_{3k}(k) \end{pmatrix} A_4 < 0,
\]
where $H = A_2^TP_{2k}(k)A_4 + (1/2)A_2^TP_{3k}(k)A_4$. "*" represents a matrix not used in the following discussion.

Taking (9) into account and noting that $P_{1k}(k) \geq 0$, we get $H + H^T < 0$. By Lemma 5,
\[
Re\left(\begin{pmatrix} * & * \\ A_2^TP_{2k}(k) & \frac{1}{2}A_2^TP_{3k}(k) \end{pmatrix} A_4\right) = Re(H) \leq \mu(H) = \frac{1}{2}\lambda_{max}(H + H^T) < 0.
\]
Then it can be easily shown that $(A_2^TP_{2k}(k) + (1/2)A_2^TP_{3k}(k))A_4$ is invertible, which implies that $A_4$ is invertible too. Hence, in the light of definition and the results in [21], we can conclude that the DTLSS (1) is regular and causal.

On the other hand, by (6a) we can draw
\[
x^T(h+1)E^TP_k(h+1)Ex(h+1) - x^T(h)E^TP_k(h)Ex(h)
\]
\[
= x^T(h)\left(A_2^TP_{2k}(h+1)A - E^TP_{3k}(h)E\right)x(h) < 0.
\]
By summing (II) between 0 and $k-1$, we can draw a conclusion that
\[
x^T(k)E^TP_k(k)Ex(k) - x^T(0)E^TP_k(0)Ex(0) < 0.
\]
From the last inequality and by using (6b) and (6c), it follows that
\[
x^T(k)E^TP_k(k)Ex(k) \leq x^T(0)E^TP_k(0)Ex(0) \leq x^T(0)E^TP_k(0)Ex(0) < 0.
\]
\[
\begin{align*}
& \leq \epsilon^2 x^T(0)E^TP_k(0)Ex(0) \\
& < x^T(0)E^TP_k(0)Ex(0)
\end{align*}
\]
and letting $z(h) = \gamma N^{-1}x(h)$,
\[
x^T(0)E^TP_k(0)Ex(0) \leq 1 \implies x^T(k)E^TP_k(0)Ex(0) + \|z\|^2 \leq \epsilon^2,
\]
\[(15)\]
where $\|z\|^2 = \sum_{k=0}^{k}z^T(h)z(h)$. $A_r$ is a matrix with $r \times r$ dimensions, and $I_{n-r}$ is an identity matrix with $(n-r) \times (n-r)$ dimensions.

New partitions $\tilde{M}^{-T}P_k(h)\tilde{M}^{-1}$ and $\tilde{M}R\tilde{N}$ conform to $\tilde{M}EN$; that is,
\[
\tilde{M}^{-T}P_k(h)\tilde{M}^{-1} = \begin{pmatrix} P_{1k}(h) & P_{2k}(h) \\ P_{2k}(h) & P_{3k}(h) \end{pmatrix},
\]
\[
\tilde{M}R\tilde{N} = \begin{pmatrix} R_1 & R_2 \\ R_3 & R_4 \end{pmatrix}.
\]
Now let $P_k(\cdot): h \in \{0, 1, 2, \ldots, k\} \mapsto P_k(h) \in R^{n \times n}$ defined as follows:
\[
A_r^TP_{1k}(h + 1)A_r = \hat{P}_{1k}(h) - \gamma^2I_r, \quad \hat{P}_{1k}(k) = R_1,
\]
\[
\hat{P}_{2k}(h) = 0, \quad \hat{P}_{3k}(h) = -\gamma^2I_{n-r}.
\]

The following results can be obtained easily:
\[
A_r^TP_k(h + 1)A_r = E^TP_k(h)E - \gamma^2\hat{N}^{-T}\hat{N}^{-1},
\]
\[
E^TP_k(h)E = E^TRE.
\]
\[(18)\]
And assume, by contradiction, that there exists $\bar{x} \in R^n$ such that
\[
\bar{x}^T E^TP_k(0)Ex > \epsilon^2 \bar{x}^T E^TRE\bar{x}.
\]
Again let $x(0) = \lambda\bar{x}$ such that $x^T(0)E^TREx(0) = 1$ and $x(k)$ is the state evolution starting from $x(0)$. By (18) it follows that
\[
x^T(k)E^TP_k(k)Ex(k) - x^T(0)E^TP_k(0)Ex(0) + \|z\|^2 = 0,
\]
\[
\begin{align*}
& \leq \epsilon^2 x^T(0)E^TP_k(0)Ex(0) \\
& < x^T(0)E^TP_k(0)Ex(0)
\end{align*}
\]
from which it follows that
\[
x^T(k)E^TP_k(k)Ex(k) + \|z\|^2 = x^T(0)E^TP_k(0)Ex(0) > \epsilon^2,
\]
\[(21)\]
which contradicts (15). Therefore we have proven that, for any $k \in \{0, 1, 2, \ldots, N\}$, there exists
\[
P_k(\cdot): h \in \{0, 1, 2, \ldots, k\} \mapsto P_k(h) \in R^{n \times n},
\]
\[(22)\]
such that (6a), (6b), and (6c) hold, and then the proof of Theorem 7 is complete.

Remark 8. In the case of $E = I$; that is, the DTLSS (1) reduces to a state-space one, Theorem 7 coincides with the well-known FTS results of discrete-time state-space systems [14], from this point of view, and Theorem 7 naturally extends existing results on discrete-time state-space systems to singular ones.
Furthermore, as pointed out that Theorem 7 is without assuming the regularity of system (1), and it is also given in terms of the coefficient matrices of whole system, the matrix $P_k (\cdot)$ in (6a), (6b), and (6c) is not positive definite matrix which results in difficulty in computation; thus, the application of Theorem 7 is not convenient. The result of the following is to remove such inequalities and establish other matrix inequality conditions.

**Theorem 9.** The DTLSS (1) is regular, causal, and FTS with respect to $(\epsilon, R, N)$, if and only if, for each $k \in \{1, 2, \ldots, N\}$, there exist a symmetric matrix $S$ and a positive definite matrix-valued function

$$X_k (\cdot) : h \in \{0, 1, 2, \ldots, k\} \mapsto X_k (h) \in R^{n \times n},$$

such that

$$A^T \left[ X_k (h + 1) - \Phi \Phi^T \right] A - E^T X_k (h) E < 0,$$

$$h \in \{0, 1, 2, \ldots, k - 1\},$$

$$E^T X_k (k) E \geq E^T RE,$$  \hspace{1cm} (25b)

$$E^T X_k (0) E \leq \epsilon^2 E^T RE,$$  \hspace{1cm} (25c)

where $\Phi \in R^{n \times (n-r)}$ is any matrix with full column and satisfies $E^T \Phi = 0$.

**Proof.** Consider the following.

**Sufficiency.** The inequalities in (6a), (6b), and (6c) are obviously satisfied by setting $P_k (h) = (X_k (h) - \Phi \Phi^T)$ in (25a), (25b) and (25c) and we conclude that the DTLSS (1) is FTS with respect to $(\epsilon, R, N)$ by Theorem 7.

**Necessity.** Assume that the DTLSS (1) is FTS with respect to $(\epsilon, R, N)$, then system (1) is regular, causal, and there are nonsingular matrices $M, N \in R^{m \times n}$ such that (14).

Let $x(k) = N \left( \frac{x_{(k)}}{y_{(k)}} \right)$; then system (1) is equivalent to

$$\begin{pmatrix} I_r & 0 \\ 0 & 0 \end{pmatrix} \left( X_{(k)} (k + 1) \right) = \left( A_r & 0 \\ 0 & I_{n-r} \end{pmatrix} \left( X_{(k)} (k) \right),$$

where $A_r \in R^{r \times r}$.

Noting

$$x^T (h) E^T RE (h) = \frac{x_{(k)}}{X_r} (h) (I_r & 0) \left( \frac{M^T R M^T}{0} \right) \frac{x_{(k)}}{X_r} (h),$$

that is, by Lemma 6, system $X_{(k)} (k + 1) = A_r X_{(k)} (k)$ is FTS with respect to $(\epsilon, (I_r & 0) (M^T R M^T)^{-1} (I_r^T), R)$ and the following result can be easily established. This fact implies that, for each $k \in \{1, 2, \ldots, N\}$, there exists a symmetric matrix-valued function

$$P_{rk} (\cdot) : h \in \{0, 1, 2, \ldots, k\} \mapsto P_{rk} (h) \in R^{n \times n},$$

such that

$$A^T P_{rk} (h + 1) A_r - P_{rk} (h) < 0, \quad h \in \{0, 1, 2, \ldots, k - 1\},$$

$$P_{rk} (k) \geq (I_r & 0) \left( M^T M^T \right)^{-1} \left( I_r^T \right),$$

$$P_{rk} (0) \leq \epsilon^2 (I_r & 0) \left( M^T M^T \right)^{-1} \left( I_r^T \right).$$

Rewrite the inequality above in the following form:

$$\begin{pmatrix} A_r & 0 \\ 0 & I_{n-r} \end{pmatrix} \left( P_{rk} (h + 1) \right) \left( A_r & 0 \\ 0 & I_{n-r} \end{pmatrix} - \left( I_r & 0 \right) \left( P_{rk} (h) \right) \left( I_r & 0 \right)$$

$$\leq \epsilon^2 (I_r & 0) \left( M^T M^T \right)^{-1} \left( I_r^T \right).$$

Define

$$N^T A^T M^T Q_k (h + 1) A_r N^T A^T M^T R M^T \frac{x_{(k)}}{x_r} (h) N^T A^T M^T Q_k (h) M^T N^T R^T M^T \frac{x_{(k)}}{x_r} (h),$$

that is, by Lemma 6, system $X_{(k)} (k + 1) = A_r X_{(k)} (k)$ is FTS with respect to $(\epsilon, (I_r & 0) (M^T R M^T)^{-1} (I_r^T), N)$ and the following result can be easily established. This fact implies that, for each $k \in \{1, 2, \ldots, N\}$, there exists a symmetric matrix-valued function

$$P_{rk} (\cdot) : h \in \{0, 1, 2, \ldots, k\} \mapsto P_{rk} (h) \in R^{n \times n},$$

such that

$$A^T P_{rk} (h + 1) A_r - P_{rk} (h) < 0, \quad h \in \{0, 1, 2, \ldots, k - 1\},$$

$$P_{rk} (k) \geq (I_r & 0) \left( M^T M^T \right)^{-1} \left( I_r^T \right),$$

$$P_{rk} (0) \leq \epsilon^2 (I_r & 0) \left( M^T M^T \right)^{-1} \left( I_r^T \right).$$
Define
\[ X_k(h) = \tilde{M}^T Q_k(h) \tilde{M}, \quad \Phi^T = WM_2, \]
\[ S = 2W^{-T}I_n W^{-1}. \] (33)
We can conclude
\[ \tilde{N}^TA^T X_k(h + 1) A \tilde{N} - \tilde{N}^T E^T X_k(h) E \tilde{N} \]
\[ - \tilde{N}^T A^T \Phi \Phi^T A \tilde{N} < 0, \] (34a)
\[ \tilde{N}^T E^T X_k(k) E \tilde{N} \geq \tilde{N}^T E^T R E \tilde{N}, \] (34b)
\[ \tilde{N}^T E^T X_k(0) E \tilde{N} \leq \epsilon^2 \tilde{N}^T E^T R E \tilde{N}, \] (34c)
which is equivalent to (25a), (25b), and (25c). Thus, the proof is completed. □

From Theorem 9, the following result can be easily established.

**Corollary 10.** If there exist a symmetric matrix \( S \) and a positive definite matrix-valued function \( X(k) \)
\[ X(\cdot) : k \in \{0, 1, 2, \ldots, N\} \mapsto X(k) \in \mathbb{R}^{n \times n}, \] (35)
such that
\[ A^T [X(k + 1) - \Phi \Phi^T] A - E^T X(k) E < 0, \] (36a)
\[ k \in \{0, 1, 2, \ldots, N - 1\}, \]
\[ E^T X(k) E > E^T R E, \] (36b)
\[ E^T X(0) E < \epsilon^2 E^T R E, \] (36c)
where \( \Phi \in \mathbb{R}^{n \times n} \) is any matrix with full column and satisfies \( E^T \Phi = 0 \). Then the DTLSS (1) is regular, causal, and FTS with respect to \((\epsilon, R, N)\).

**Proof.** It is straightforward to check that a matrix function \( X(\cdot) \) satisfies conditions (36a), (36b), and (36c) also satisfying conditions (25a), (25b), and (25c).

□

**Remark 11.** Two necessary and sufficient conditions of FTS for discrete-time singular systems are given, which can be expressed in terms of matrix inequalities, the application of them is not convenient. The sufficient conditions for FTS in corollary are in the form of LMIs; they can be solved by Matlab software easily.

### 4. Illustrative Example
In this section, an example is presented to demonstrate the applicability of proposed approach.

Consider the discrete-time singular system (I) with parameters as follows:
\[ E = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad A = \begin{pmatrix} 2.5 & 1 \\ 1 & 1 \end{pmatrix}. \] (37)
It is easy to show that the system is not LAS. Now, we chose \( R = I \) and \( N = 4 \) and decide to perform an optimization over \( \epsilon \) with the aid of Matlab LMI Toolbox. We solved the LMIs (36a), (36b), and (36c) by Corollary 10 and we found guarantees that the desired system properties with \( \epsilon = 5.0625 \).

### 5. Conclusion
This paper has dealt with the finite-time stability problem of discrete-time linear singular systems. Two necessary and sufficient conditions for FTS are obtained without resorting decomposing the system matrices, which can be expressed in terms of matrix inequalities. However, such conditions are numerically hard to solve. Therefore a sufficient condition, checking the feasibility of only one inequality that requires the computation of the solution of a certain Lyapunov matrix inequality and can be expressed in terms of LMIs, has been given. An example illustrates the effectiveness of the proposed technique. Further research will focus on the problem of controller design.
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