2D-DOA Estimation for Cylindrical Array with Mutual Coupling
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Most conventional direction-of-arrival (DOA) estimation algorithms are affected by the effect of mutual coupling, which make the performance of DOA estimation degrade. In this paper, a novel DOA estimation algorithm for conformal array in the presence of unknown mutual coupling is proposed. The special mutual coupling matrix (MCM) is applied to eliminate the effect of mutual coupling. With suitable array design, the decoupling between polarization parameter and angle information is accomplished. The two-demission DOA (2D-DOA) estimation is finally achieved based on estimation of signal parameters via rotational invariance techniques (ESPRIT). The proposed algorithm can be extended to conical conformal array as well. Two parameter pairing methods are illustrated for cylindrical and conical conformal array, respectively. The computer simulation verifies the effectiveness of the proposed algorithm.

1. Introduction

DOA estimation is a major part of array signal processing which is applied in various areas, such as smart antenna, wireless communication system, radar, sonar, and seismology [1–5]. The conventional algorithms such as the multiple signal classification (MUSIC) [6] and estimation of signal parameters via rotational invariance techniques (ESPRIT) [7] possess super-resolution ability. Recently, sparse signal representation and compressive sensing (CS) methods such as $l_1$-SVD [8] and IZA-DOA [9] are applied to estimate DOA [10–16]. However, the DOA estimation performance will degrade severely due to the effect of mutual coupling.

In order to solve this problem, many algorithms have been proposed to deal with it. By adding instrumental elements, the reconstitution MCM can be used to eliminated the mutual coupling effect [17]. This method circumvented the difficulty of dealing with coherent signals in 2D-DOA estimations based on maximum likelihood (ML) method. However, the algorithm suffers from tremendous computational complexity. Conformal array is the array mounted on the curvature carrier [18]. It has many advantages such as reduction of aerodynamic drag, reduction of the weight of array, space saving, and reduction of radar cross-section (RCS) [19]. Several algorithms have been proposed for parameter estimation of conformal array recently. The joint polarization parameter and DOA estimation algorithm were proposed based on ESPRIT [20]. The four-order cumulant and ESPRIT were used for DOA estimation, which suffer from high computational complexity [21]. The subarray divided techniques and MUSIC were adopted for DOA estimation for cylindrical conformal array [22, 23]. The parallel factor (PARAFAC) analysis is used in [24] for 2D-DOA estimation. The space-time matrix and PARAFAC are used in [25] for joint frequency and 2D-DOA estimations. The state space and propagator method were used for joint frequency and 2D-DOA estimations [26].

In this paper, a novel DOA estimation algorithm for conformal array in the presence of unknown mutual coupling is proposed. The selection matrix is applied to obtain the special MCM, which can eliminate the effect of mutual coupling. Then the decoupling between polarization parameter and angle information is accomplished with good array design. Two rotation invariance matrices are constructed for 2D-DOA estimation based on ESPRIT. Then the proposed algorithm is extended to conical conformal array. Two
parameter pairing methods are illustrated for cylindrical conformal array, respectively. The proposed algorithm possesses good estimation performance according to the computer simulation results. Compared with ESPRIT algorithm, the computational complexity is not increasing, which is suitable for real-time application in cylindrical array system. In the future work, we will focus on the application of the proposed algorithm [27–29].

The organization of this paper is structured as follows. Section 2 introduces the snapshot data model for conformal array with unknown mutual coupling. Section 3 illustrates the mutual coupling elimination mechanism. Section 4 contains the core contributions of this paper, which give the DOA estimation algorithm in the presence of mutual coupling using ESPRIT. Section 5 presents the simulation results. Section 6 summarizes our conclusions.

2. The Snapshot Data Model

We construct the mathematical model of the conformal array using the model which is proposed in [21]. As shown in Figure 1(a), a narrowband far-field signal impinges on the conformal array. The elevation and azimuth are $\theta$ and $\phi$, respectively. Thus the steering vector can be expressed as

$$a(\theta, \phi) = \left[ h_1 e^{-j2\pi((p, u)/\lambda)}, h_2 e^{-j2\pi((p, u)/\lambda)}, \ldots, h_{2M} e^{-j2\pi((p, u)/\lambda)} \right]^T,$$

$$h_m = \left( g_{m\theta}^2 + g_{m\phi}^2 \right)^{1/2} (k_\theta^2 + k_\phi^2)^{1/2} \cos(\theta_{mjk}),$$

where $p_i$ ($i = 1, 2, \ldots, 2M$) represents the distance vector between the $m$th element and the origin point, $u$ is the direction vector of the incident signal, and $\lambda$ is wavelength of the incident signal. As shown in Figure 1(b), $g_m$ is the pattern of the $m$th element and $g_{m\theta}$ and $g_{m\phi}$ are the components of $g_m$, which are projected onto two orthogonal directions of electric field of the incident signal, respectively. $k_\theta$ and $k_\phi$ are polarization parameters. $h_m$ and $p_i$ denote the $m$th element's response to the incident signal and electric field vector, respectively. $\theta_{mjk}$ is the angle between $g_m$ and $p_i$ ($\cdot$)$^T$ denoting the transpose of matrix $\cdot$.

By substituting (2) into (1), we have

$$a(\theta, \phi) = a_\theta(\theta, \phi) + a_\phi(\theta, \phi),$$

where

$$a_\theta(\theta, \phi) = \left[ g_{1\theta} k_\theta e^{-j2\pi((p, u)/\lambda)}, g_{2\theta} k_\theta e^{-j2\pi((p, u)/\lambda)}, \ldots, g_{2M\theta} k_\theta e^{-j2\pi((p, u)/\lambda)} \right]^T,$$

$$a_\phi(\theta, \phi) = \left[ g_{1\phi} k_\phi e^{-j2\pi((p, u)/\lambda)}, g_{2\phi} k_\phi e^{-j2\pi((p, u)/\lambda)}, \ldots, g_{2M\phi} k_\phi e^{-j2\pi((p, u)/\lambda)} \right]^T.$$

Assume that $P$ uncorrelated narrowband plane waves with unknown DOAs impinge on the conformal array; the array output can be represented as

$$X(n) = G \odot \textbf{CAS}(n) + W(n)$$

$$= C \left( G_\theta \odot A_\theta K_\theta + G_\phi \odot A_\phi K_\phi \right) S(n) + W(n)$$

$$= CBS(n) + W(n),$$

where $G_\theta = \left[ g_\theta(\theta_1, \phi_1), g_\theta(\theta_2, \phi_2), \ldots, g_\theta(\theta_P, \phi_P) \right]$, $G_\phi = \left[ g_\phi(\theta_1, \phi_1), g_\phi(\theta_2, \phi_2), \ldots, g_\phi(\theta_P, \phi_P) \right]$, $A_\theta = \left[ a_\theta(\theta_1, \phi_1), a_\theta(\theta_2, \phi_2), \ldots, a_\theta(\theta_P, \phi_P) \right]$, $A_\phi = \left[ a_\phi(\theta_1, \phi_1), a_\phi(\theta_2, \phi_2), \ldots, a_\phi(\theta_P, \phi_P) \right]$, $K_\theta = \text{diag}(k_{1\theta}, k_{2\theta}, \ldots, k_{P\theta})$, $K_\phi = \text{diag}(k_{1\phi}, k_{2\phi}, \ldots, k_{P\phi})$, $S(n) = \left[ s_1(n), s_2(n), \ldots, s_P(n) \right]^T$, $W(n) = \left[ w_1(n), w_2(n), \ldots, w_{2M}(n) \right]^T$. 

Figure 1: (a) The incident signal $u$ and (b) the $m$th sensors response. 

where $G$ and $A$ denote the pattern matrix and the manifold matrix, respectively. "$\odot$" stands for the Hadamard product. $K_\theta$ and $K_\phi$ are the diagonal matrices whose diagonal entries are $k_{1\theta}, k_{2\theta}, \ldots, k_{P\theta}$ and $k_{1\phi}, k_{2\phi}, \ldots, k_{P\phi}$, respectively. $k_{\theta \theta}$ and $k_{\phi \phi}$ are polarization parameters of the $p$th signal. $S(n)$ denotes
the signal vector. $W(n)$ is additive Gaussian white noise (AGWN) with zero mean and the covariance matrix is

$$E \{ W(n) W(n)^H \} = Q = \sigma^2 I. \quad (6)$$

$(\cdot)^H$ denotes conjugate transpose of matrix $(\cdot)$. $I$ is the identical matrix.

The matrix $C$ is the MCM of the conformal array. Generally, the effect of mutual coupling among elements is ineluctable in practice. According to the reciprocity principle, the MCM is a symmetrical matrix.

Consider a scenario in which $N$ snapshots are accumulated; we have

$$X = CBS + W, \quad (7)$$

where $S$ is the $P \times N$ signal matrix and $W$ is the $2M \times N$ noise matrix.

For ULA, the mutual coupling between adjacent elements is almost the same, and the magnitude of the coupling coefficients decays very fast along with the increasing element spacing. In essence, mutual coupling coefficients between two far apart elements can be approximated to zero. For simplicity, only the mutual coupling among elements which belongs to the identical ULA is considered in this paper. The mutual coupling degree of freedom is assumed to be $(q + 1)$, which means that for the $i$th element, the coupling comes from the $(i - q)$th to $(i + q)$th elements. Thus, the MCM $C$ is modeled as a banded symmetric Toeplitz matrix, whose first row is $c = [1, c_1, c_2, \ldots, c_q, 0, \ldots, 0]$ satisfying $0 < |c_q| < |c_{q-1}| < \cdots < c_1 < 1$. Then, MCM $C$ is represented as

$$C = \text{Toeplitz}(c) = \text{Toeplitz} \left( \begin{bmatrix} 1 & c_1 & \cdots & c_q & 0 & \cdots & 0 \\ c_1 & 1 & \cdots & c_q & \cdots & 0 \\ \vdots & c_1 & \ddots & \cdots & c_q & \vdots \\ c_q & \cdots & \ddots & \cdots & c_1 & \vdots \\ 0 & \cdots & \cdots & c_1 & 1 \\ 0 & \cdots & \cdots & c_q & 1 \end{bmatrix} \right). \quad (8)$$

Due to the varying curvature of the carrier, the pattern of each element is defined in the local coordinate, which means that the transformation from the global coordinate to the local coordinate should be done [25]. For the presence of the unknown mutual coupling, we must inhibit its effect. Furthermore, the polarization parameters couple with the signal parameters is another problem that we need to deal with.

**Figure 2:** The structure of cylindrical conformal array.

### 3. The Elimination of Effect of Unknown Mutual Coupling

As shown in Figure 2, the neighboring elements spacing mounted on the same intersecting surface of the cylinder is $\lambda/2$. The two adjacent intersecting surfaces spacing are $d = \lambda/2$. The radius of the cylinder is $\lambda$.

Based on the snapshot data model constructed above, we will give an elimination method of mutual coupling using the instrumental elements. In order to illustrate the mechanism how the effect of mutual coupling is eliminated, $1 \sim M$ elements are adopted as an example. The coordinate of each element is defined as $(x_m, y_m, z_m)$, $m = 1, 2, \ldots, M$. $p_m$ represents the position vector of the mth element. $\vec{e}_x$, $\vec{e}_y$, and $\vec{e}_z$ represent the unit vector of X-axis, Y-axis, and Z-axis, respectively. $p_m$ can be expressed as

$$p_m = x_m \vec{e}_x + y_m \vec{e}_y + z_m \vec{e}_z. \quad (9)$$

Because the elements are arranged on the same generatrix, we have $x_1 = x_2 = \cdots = x_M = x$ and $y_1 = y_2 = \cdots = y_M = y$, respectively. Also, the elements possess the identical element’s response $h_1$. The manifold matrix can be expressed as $B_1 = [b_1(\theta_1), b_1(\theta_2), \ldots, b_1(\theta_M)]$, and the steering vector is

$$b_1(\theta_p) = [H_p, H_p v_p^1, \ldots, H_p v_p^{M-1}]^T, \quad (10)$$

where $v_p = \exp(-j2\pi d \cos(\theta_p)/\lambda)$ and

$$H_p = h_1 e^{-j2\pi(x \sin(\theta_p) \cos(\rho_p) + y \sin(\theta_p) \sin(\rho_p))/\lambda}. \quad (11)$$

In order to eliminate the effect of mutual coupling, the first and last $q$ elements of the $M = (M - 2q)$-elements ULA are selected as instrumental elements [17]. At the first glance, it is an unreasonable idea to abandon some information that the array receives. However, the effect of mutual coupling is eliminated by this sacrifice. Define a selection matrix $F = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}.$
where $\mathbf{C} = \mathbf{F} \mathbf{C}_b$ is the ideal steering vector of the center array (where $c(\theta_p)$ is a scalar only concerned with the mutual coupling coefficients and the direction of the incident signal $\theta_p$, $c(\theta_p)$ is defined as

$$c(\theta_p) = H_p v_p^q \left( 2 \sum_{q=1}^{q} c_q \cos \left( \frac{2q \pi \sin(\theta_p) d}{\lambda} \right) + 1 \right) \quad (15)$$

Thus, the covariance matrix of the center array is given by

$$\mathbf{R}_x = \mathbf{E} \{ \mathbf{X} \mathbf{X}^H \} = \mathbf{C}_b \mathbf{B}_1^H \mathbf{C}_b^H + \sigma^2 \mathbf{I} \quad (16)$$

where

$$\mathbf{B}_1 = \begin{bmatrix} \mathbf{B}_1(\theta_1), \mathbf{B}_1(\theta_2), \ldots, \mathbf{B}_1(\theta_p) \end{bmatrix},$$

$$\mathbf{D} = \text{diag} \{ c(\theta_1), c(\theta_2), \ldots, c(\theta_p) \} \quad (17)$$

Assume that the power of the $p$th incident signal is $\sigma_p^2$. Equation (16) can be written as

$$\mathbf{R}_x = \mathbf{B}_1 \mathbf{R} \mathbf{B}_1^H + \sigma^2 \mathbf{I} \quad (18)$$

where

$$\mathbf{R} = \text{diag} \{ \sigma_1^2 |c(\theta_1)|^2, \sigma_2^2 |c(\theta_2)|^2, \ldots, \sigma_p^2 |c(\theta_p)|^2 \} \quad (19)$$

### 4. DOA Estimation Based On ESPRIT

We can deal with the coupling between the polarization parameters and the signal parameters after the mutual coupling is eliminated. Define two $(M-1) \times M$

$$\mathbf{P}_1 = \begin{bmatrix} 1 & \ldots & 0 & 0 \end{bmatrix}, \quad \mathbf{P}_2 = \begin{bmatrix} 0 & 1 & \ldots & 0 \end{bmatrix} \quad (20)$$

Choosing $q+1 \sim M-q-1$, $q+2 \sim M-q$, $q+1 \sim M-q$, and $M+q+1 \sim 2M-q$ elements constitutes array 1, array 2, array 3, and array 4, respectively. The distance vector between array 1 and 2 is $\Delta \mathbf{P}_1$ and $d_1 = |\Delta \mathbf{P}_1| = \lambda/2$. The distance vector between arrays 1 and 3 is $\Delta \mathbf{P}_2$, which is shown in Figure 3. The elements’ patterns of the same generatrix are identical. With special array design, both the eliminations of effect of mutual coupling and the decoupling between polarization parameter and angle information can be realized.

Figures 2 and 3 show the array structure. In the global coordinate, the elevation and azimuth of $\Delta \mathbf{P}_1$ and $\Delta \mathbf{P}_2$ can be...
represented as $\theta_{\Delta P_1} = 0$, $\varphi_{\Delta P_1} = \pi/2$, and $\theta_{\Delta P_2} = \pi/2$, $\varphi_{\Delta P_2} = 0$, respectively.

Define a novel array output vector $\overline{Z}_3 = [\overline{X}_1^T, \overline{X}_2^T]^T$; the covariance matrix is represented as

$$
\overline{R}_{z_3} = \begin{bmatrix} E \left[ X_1 X_1^H \right] & E \left[ X_1 X_2^H \right] \\ E \left[ X_2 X_1^H \right] & E \left[ X_2 X_2^H \right] \end{bmatrix}
= \begin{bmatrix} \overline{P}_1 \overline{B}_1 \overline{R}_1^T \\ \overline{P}_2 \overline{B}_1 \overline{R}_2^T \end{bmatrix}
= \begin{bmatrix} \overline{B}_{11} \\ \overline{B}_{11} \overline{\Psi}_1 \end{bmatrix} \begin{bmatrix} \overline{B}_{11} \\ \overline{B}_{11} \overline{\Psi}_1 \end{bmatrix}^H + \sigma_n^2 \Sigma,
$$

where $\overline{B}_{11} = \overline{P}_1 \overline{B}_1$ and $\overline{\Psi}_1$ are expressed as

$$
\overline{\Psi}_1 = \text{diag} \left[ \exp(-j\omega_{11}), \exp(-j\omega_{12}), \ldots, \exp(-j\omega_{1P}) \right],
\omega_{1p} = \left( \frac{2\pi}{\lambda} \right) \Delta P_1 \cdot u_p
= \left( \frac{2\pi d_1}{\lambda} \right) \left[ \sin(\theta_{\Delta P_1}) \cos(\varphi_{\Delta P_1}) \sin(\theta_p) \cos(\varphi_p) \\
+ \sin(\theta_{\Delta P_1}) \sin(\varphi_{\Delta P_1}) \sin(\theta_p) \sin(\varphi_p) \\
+ \cos(\theta_{\Delta P_1}) \cos(\theta_p) \right].
$$

Regardless of the noise $\sigma_n^2 \Sigma$ the signal subspace $\overline{E}_{S_1}$ is obtained by taking the eigenvalue decomposition (EVD) of $\overline{R}_{z_3}$. Then $\overline{E}_{S_1}$ is divided into two submatrices (the top and the bottom), and we have a full rank matrix $T$ satisfying

$$
\overline{E}_{S_1} = \begin{bmatrix} \overline{E}_{S_{11}} \\ \overline{E}_{S_{12}} \end{bmatrix} = \begin{bmatrix} \overline{B}_{11} \\ \overline{B}_{11} \overline{\Psi}_1 \end{bmatrix} T.
$$

We can estimate $\Phi_1$ by

$$
\Phi_1 = \left( \overline{E}_{S_{11}}^H \overline{E}_{S_{11}} \right)^{-1} \overline{E}_{S_{11}}^H \overline{E}_{S_{12}},
$$

$$
\Psi_1 = T \Phi_1 T^{-1}.
$$

The diagonal matrix constructed by the eigenvalue $\tau_{1p}$ of $\Phi_1$ must be equal to $\Psi_1$. The columns of matrix $T$ construct the eigenvectors of $\Psi_1$. Then array 3 and array 4 can construct a group array. Thus the output of the centre array 3 and array 4 is given by

$$
\overline{X}_3 = \overline{C}_1 \overline{B}_2 \overline{S} + \sigma^2 I_1,
$$

$$
\overline{X}_4 = \overline{C}_1 \overline{B}_2 \overline{\Psi}_2 \overline{S} + \sigma^2 I_1,
$$

respectively, where $\overline{C}_1$ represents the $(M - 2p) \times (M - 2p)$ MCM and $\overline{B}_2$ is the $(M - 2p) \times P$ manifold matrix of array. The group array output is defined as $\overline{Z}_2 = [\overline{X}_3^T, \overline{X}_4^T]^T$.

The covariance matrix can be expressed as

$$
\overline{R}_{z_2} = \begin{bmatrix} E \left[ X_3 X_3^H \right] & E \left[ X_3 X_4^H \right] \\ E \left[ X_4 X_3^H \right] & E \left[ X_4 X_4^H \right] \end{bmatrix}
= \begin{bmatrix} \overline{B}_2 \\ \overline{B}_2 \overline{\Psi}_2 \end{bmatrix} R \begin{bmatrix} \overline{B}_2 \\ \overline{B}_2 \overline{\Psi}_2 \end{bmatrix}^H + \sigma_n^2 \Sigma_1,
$$

$$
\Psi_2 = \text{diag} \left[ \frac{h_2(\theta_{11}, \varphi_{11})}{h_1(\theta_{11}, \varphi_{11})} \exp(-j\omega_{21}), \ldots, \frac{h_2(\theta_{1p}, \varphi_{1p})}{h_1(\theta_{1p}, \varphi_{1p})} \exp(-j\omega_{2p}) \right],
\omega_{2p} = \left( \frac{2\pi}{\lambda} \right) \Delta P_2 \cdot u_i
= \left( \frac{2\pi d_2}{\lambda} \right) \left[ \sin(\theta_{\Delta P_2}) \cos(\varphi_{\Delta P_2}) \sin(\theta_p) \cos(\varphi_p) \\
+ \sin(\theta_{\Delta P_2}) \sin(\varphi_{\Delta P_2}) \sin(\theta_p) \sin(\varphi_p) \\
+ \cos(\theta_{\Delta P_2}) \cos(\theta_p) \right],
$$

where $\theta_{\Delta P_2}$ and $\varphi_{\Delta P_2}$ ($i = 1, 2$) represent the elevation and azimuth of the distance vector in the global coordinate, respectively, and $\frac{h_2(\theta_{11}, \varphi_{11})}{h_1(\theta_{11}, \varphi_{11})}$. The subspaces of array 3 and array 4 are defined as $\overline{E}_{S_{21}}$ and $\overline{E}_{S_{22}}$, respectively. $\Phi_2$ is similarly defined as $\Phi_1$, which can be solved by

$$
\Phi_2 = \left( \overline{E}_{S_{21}}^H \overline{E}_{S_{21}} \right)^{-1} \overline{E}_{S_{21}}^H \overline{E}_{S_{22}}.
$$
There exists an invertible matrix $T$, satisfying
\[ \Psi_2 = T_1 \Phi_2 T_1^{-1}, \] (30)
where $\Psi_2$ can be obtained by taking the EVD of matrix $\Phi_2$ and the eigenvalue of it is defined as $t_{2p}$. There may exist phase ambiguous caused by the positive and negative of $h_1$ and $h_2$. Because $h_1$ and $h_2$ are real numbers, this problem can be solved by squaring the eigenvalue $t_{2p}$:
\[ \omega_{2p} = \frac{1}{2} \angle \left( \frac{h_2 (\theta_p, \varphi_p) e^{j2\omega_{2p}}}{h_1 (\theta_p, \varphi_p)} \right)^2 \]
(31)
\[ \omega_{1p} = -\angle \left( \frac{h_2 (\theta_p, \varphi_p) e^{j\omega_{1p}}}{h_1 (\theta_p, \varphi_p)} \right), \]
(32)
where $\angle$ is the angle of complex. Based on (25) and (31), the elevation $\theta_p$ and azimuth $\varphi_p$ can be obtained by
\[ \theta_p = \arccos \left( \frac{\lambda t_{1p}}{2\pi d_1} \right) = \arccos \left( \frac{t_{1p}}{\pi} \right), \]
\[ \varphi_p = \arccos \left( \frac{\lambda t_{2p}}{2\pi d_2 \sin(\theta_p)} \right) = \arccos \left( \frac{2t_{2p}}{\pi \sin(\theta_p)} \right). \]
(33)

Then the DOA estimation in the presence of mutual coupling is accomplished. However, when $P \geq 2$, the parameter pairing between $\omega_{ij}$ ($i = 1, 2, \ldots, P$) and $\omega_{kj}$ ($i = 1, 2, \ldots, P$) is a big problem. The eigenvectors of the identical source are strongly correlated, and thus we can construct the sequencing matrix $G$. The parameter pairing can be accomplished by adjusting the order of eigenvectors.

$T_1$ and $T_2$ are eigenvectors which correspond to $\Psi_1$ and $\Psi_2$, respectively. We have the equation as follows:
\[ G_1 = T_1^H T_2. \] (34)

According to the coordinate of the maximal entry in the columns (or rows) of matrices $G$, we adjust the order of eigenvectors. Then the parameter pairing is completed.

5. Simulation Results

For the sake of simplicity, only the cylindrical conformal array is utilized to simulate the experiments as follows: the array structure is shown in Figure 2. The number of elements is 16; that is, $M = 8$. The lowest order circular patch model [21, 30] is used in the simulation, and the element pattern is given by
\[ g_{p\theta}(\theta, \varphi) = \frac{\cos(\theta^*_m - j \cos(\varphi^*_m))}{2}, \quad 0 \leq \theta \leq \frac{\pi}{2}, \]
\[ g_{pp}(\theta, \varphi) = \frac{\cos(\theta^*_m - j \sin(\varphi^*_m))}{2}, \quad 0 \leq \theta \leq \frac{\pi}{2}, \]
where $\theta^*_m$ and $\varphi^*_m$ stand for the elevation and azimuth of the $m$th incident signal in the $n$th local coordinate, respectively.

The RMSE against SNR is plotted at first, which is shown in Figure 4(a). Two spatially uncorrelated narrowband incident signals impinge on the cylindrical conformal array with the elevation and azimuth of $(100^\circ, 60^\circ)$ and $(95^\circ, 50^\circ)$, respectively. The measurements are corrupted by spatially

\[ g_{p\theta}(\theta, \varphi) = \frac{\cos(\theta^*_m - j \cos(\varphi^*_m))}{2}, \quad 0 \leq \theta \leq \frac{\pi}{2}, \]
\[ g_{pp}(\theta, \varphi) = \frac{\cos(\theta^*_m - j \sin(\varphi^*_m))}{2}, \quad 0 \leq \theta \leq \frac{\pi}{2}, \]
(35)
and temporally uncorrelated additive Gaussian white noise AGWN. Without loss of generality,\( k_\theta = 0.5 \), \( k_\varphi = 0.5 \), \( k_\theta = 0.3 \), \( k_\varphi = 0.7 \). The number of mutual coupling coefficients is \( q = 2 \), and \( c_1 = 0.4500 + i0.5362 \), \( c_2 = 0.2598 - i0.1500 \). The number of snapshots is 200. 100 Monte Carlo trials are simulated under the parameters above and the following experiments. It is shown in Figure 4(a) that RMSE of NKMC-ESPRIT is extremely larger than that of ESPRIT and the proposed algorithm. The unknown mutual coupling leads to the degradation of the estimation performance. In this scenario, NKMC-ESPRIT could not obtain the actual DOAs of the incident signals. The RMSE of the proposed algorithm is slightly larger than that of ESPRIT. This is caused by the aperture loss of the proposed algorithm; only 12 elements are applied to estimate DOA, which are less than that of ESPRIT (16 elements).

Figure 4(b) shows the successful probability against SNR of the three different algorithms. The successful probability of NKMC-ESPRIT approximates to zero, which implies that NKMC-ESPRIT could not estimate DOA accurately. The result is identical with the large RMSE of NKMC-ESPRIT mentioned above. The successful probability of ESPRIT and the proposed algorithm increase with the SNR increases. When SNR is larger than 12 dB, the successful probability of ESPRIT is almost 100%. The proposed algorithm needs SNR to be larger than 14 dB. Without the effect of mutual coupling, ESPRIT outperforms the proposed algorithm. However, the proposed algorithm possesses good estimation performance with unknown mutual coupling.

The RMSE against snapshot number is shown in Figure 5(a). SNR is 0 dB. Other simulation conditions are identical with the first simulation. It is shown in Figure 5(a) that RMSE of NKMC-ESPRIT is stable with the varying snapshot number. It means that NKMC-ESPRIT could not be used for DOA estimation because of the effect of mutual coupling. RMSE of proposed algorithm is slightly larger than that of ESPRIT. The aperture loss caused by the elimination mechanism of mutual coupling leads to this result. However, with snapshot number increases, RMSE of ESPRIT and the proposed algorithm are not varied too much. This result shows that RMSE is not affected by the varying snapshot number.

The successful probability against snapshot number is shown in Figure 5(b). The successful probability of NKMC-ESPRIT approximates to zero with varying snapshot number. When snapshot number is larger than 500, the successful probability of ESPRIT is almost 100%. The proposed algorithm needs 1000 snapshot number to achieve 95% successful probability. The low SNR mainly leads to this large requirement of snapshot number. This simulation gives different result compared with RMSE simulation, which shows that the successful probability is improved with the snapshot number increases.

6. Conclusion

In this paper, a novel DOA estimation algorithm for conformal array in the presence of unknown mutual coupling is proposed. The special MCM is applied to eliminate the effect of mutual coupling. With good array design, the decoupling between polarization parameter and angle information is accomplished. The 2D-DOA estimation is finally achieved based on ESPRIT algorithm. The proposed algorithm can also be extended to conical conformal array. The computer simulation verifies the effectiveness of the proposed algorithm.
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