The subharmonic resonance of van der Pol (VDP) oscillator with fractional-order derivative is studied by the averaging method. At first, the first-order approximate solutions are obtained by the averaging method. Then the definitions of equivalent linear damping coefficient (ELDC) and equivalent linear stiffness coefficient (ELSC) for subharmonic resonance are established, and the effects of the fractional-order parameters on the ELDC, the ELSC, and the dynamical characteristics of system are also analysed. Moreover, the amplitude-frequency equation and phase-frequency equation of steady-state solution for subharmonic resonance are established. The corresponding stability condition is presented based on Lyapunov theory, and the existence condition for subharmonic resonance (ECSR) is also obtained. At last, the comparisons of the fractional-order and the traditional integer-order VDP oscillator are fulfilled by the numerical simulation. The effects of the parameters in fractional-order derivative on the steady-state amplitude, the amplitude-frequency curves, and the system stability are also studied.

1. Introduction
Fractional-order calculus has almost the same long history as the traditional integer-order calculus, and it was presented more than 300 years ago. Fractional-order system has a great influence on the things in nature which could be seen, touched, and controlled. Fractional-order calculus developed slowly because it had no obviously practical application for a long time due to the relatively low calculation level in early time. In recent years, fractional-order calculus was paid more and more attention from researchers in different fields and became an international hot topic. Fractional-order calculus have been studied extensively in the fields of electrochemistry [1], viscoelastic theory [2], automatic control theory [3], signal engineering [4], fluid mechanic [5], quantum mechanics [6], dynamics [7], material science [8], and so forth. At present, there were a lot of scholars studying on the fractional-order calculus and presented important results. For example, Shen et al. [9–11] investigated some linear and nonlinear fractional-order oscillators by averaging method, established the definitions of equivalent linear damping coefficient and equivalent linear stiffness coefficient with fractional-order derivative parameters, and analysed the effects of the fractional-order derivative parameters on the dynamical characteristics of system. Gorenflo and Abdel-Rehim [12], Jumarie [13], Ishteva et al. [14], and Malinowska and Torres [15], respectively studied the definitions and numerical methods of fractional-order calculus for Grünwald-Letnikov, Riemann-Liouville, and Caputo. Xu et al. [16] combined Lindstedt-Poincare method and multiscale method to study fractional-order Duffing oscillator to harmonic excitation with random phase and analyzed the stochastic jump and bifurcation in the oscillator. Li et al. [17–19] have done a lot of researches in the mathematical theory of fractional-order calculus and established some efficient numerical algorithms. By using the idea of stability switch, Wang et al. [20, 21] investigated a linear single degree-of-freedom (SDOF) oscillator with fractional-order derivative and obtained some important conclusions about the equilibriums and the composition of the solution. Atanackovic and
Stankovic [22], J.-H. Chen and W.-C. Chen [23], Lu [24], and Cao et al. [25] numerically studied different fraction-order nonlinear oscillators, and some complicated phenomena in those oscillators were found, such as bifurcation, chaos, hyperchaos, and fractal. Huang and Jin [26] and Chen and Zhu [27] studied different fractional-order oscillators with random excitation by different methods and obtained the important statistical properties of those oscillators. Wang et al. [28–34] studied different fractional-order nonlinear oscillators by different methods, and obtained some important conclusions.

Van der Pol established the famous van der Pol (VDP) equation [35] to describe the tube oscillator in LC circuit since 1928. After that, the VDP oscillator became one of the basic dynamical equations in mathematical and physical field and was important in the self-excited oscillation theory. Although its form was relatively simple, the VDP oscillator received extensive attentions due to its special dynamical characteristics of the nonlinear damping.

Comparing with the traditional integer-order system, the fractional-order system has more advantages and is much closer to the real nature of the world. The VDP oscillator with fractional-order derivative can be more accurate to reflect the real properties of many nonlinear oscillators. Some classical analytical methods for nonlinear system, including their improved version, such as harmonic balance method [36], multiscale method [37, 38], perturbation method [39], averaging method [9, 40, 41], and KBM method [42] may be applied into the fractional-order oscillator.

In this paper, the subharmonic resonance of fractional-order VDP oscillator is analytically researched by averaging method. In Section 2, the approximate solution for subharmonic resonance of the fractional-order VDP oscillator is investigated, where the effects of the fractional-order derivative on the system damping and stiffness are formulated as equivalent linear damping coefficient (ELDC) and equivalent linear stiffness coefficient (ELSC). Section 3 presents the stability condition for steady-state solution based on Lyapunov theory and the existence condition in subharmonic resonance (ECSR). The effects of the fractional-order parameters on the stability condition for steady-state solution and the ECSR are also analyzed. In Section 4, the effects of the fractional-order parameters on the ECSR, the steady-state amplitude, the amplitude-frequency curves, and the system stability are studied by the numerical method. The comparisons between the integer-order with the fractional-order system are also fulfilled in this section. Finally, the main conclusions of this paper are drawn in Section 5.

2. The Approximately Analytical Solution for Subharmonic Resonance of Fractional-Order VDP Oscillator

The mathematical model of VDP oscillator with fractional-order derivative is established as

\begin{equation}
mx''(t) + kx'(t) + \alpha_1 \left[ x^2(t) - 1 \right] x'(t) + \int_0^t \frac{D^p x(\tau)}{(t-\tau)^{p-1}} d\tau = F_1 \cos(\omega t),
\end{equation}

where \( m, k, \alpha_1, F_1, \omega \) are the system mass, linear stiffness coefficient, nonlinear damping coefficient, excitation amplitude, and excitation frequency, respectively. \( K_1 D^p [x(t)] \) is the p-order derivative of \( x(t) \) to \( t \) with the fractional coefficient \( K_1 (K_1 > 0) \) and the fractional order \( p \) (0 ≤ \( p \) ≤ 1). There are several definitions for fractional-order derivative, and Caputo's definition [30] is adopted here

\begin{equation}
D^p [x(t)] = \frac{1}{\Gamma(1-p)} \int_0^t \frac{x'(\tau)}{(t-\tau)^{p-1}} d\tau,
\end{equation}

where \( \Gamma(z) \) is gamma function satisfying \( \Gamma(z+1) = z\Gamma(z) \). Using the transformation of coordinates as follows:

\begin{equation}
\omega_0 = \sqrt{\frac{k}{m}}, \quad \epsilon = \frac{\alpha_1}{m}, \quad \epsilon K_1 = \frac{K_1}{m}, \quad F = \frac{F_1}{m},
\end{equation}

Equation (1) becomes

\begin{equation}
\ddot{x}(t) + \omega_0^2 x(t) + \epsilon \alpha \left[ x^2(t) - 1 \right] \dot{x}(t) + \epsilon \omega \dot{x}(t) = \epsilon F \cos(\omega t).
\end{equation}

In order to study the 1/3 subharmonic resonance of fractional-order VDP oscillator, that is, \( \omega = 3\omega_0 \), one could introduce

\begin{equation}
\frac{1}{9} \omega^2 = \omega_0^2 + \epsilon \sigma,
\end{equation}

where \( \sigma \) is the detuning factor for excitation frequency. Then, (4) becomes

\begin{equation}
\ddot{x}(t) + \omega_0^2 x(t) = \epsilon \left\{ \alpha x(t) + \alpha \left[ 1 - x^2(t) \right] \right\} \dot{x}(t) - \omega k_1 D^p [x(t)] + \epsilon F \cos(\omega t).
\end{equation}

Suppose that (6) has the solution as

\begin{equation}
x(t) = \alpha \cos \varphi + B \cos(\omega t),
\end{equation}

\begin{equation}
\dot{x}(t) = \alpha \omega \sin \varphi - B \omega \sin(\omega t),
\end{equation}

where \( \varphi = (1/3)\omega t + \theta \) and \( B = F/(\omega_0^2 - \omega^2) \approx -(9F/8\omega^2) \). According to the averaging method, we could obtain

\begin{equation}
\dot{\alpha} = -\frac{3}{\omega} \left[ P_1 (a, \theta) + P_2 (a, \theta) \right] \sin \varphi,
\end{equation}

\begin{equation}
\ddot{\theta} = -\frac{3}{\omega} \left[ P_1 (a, \theta) + P_2 (a, \theta) \right] \cos \varphi,
\end{equation}

where

\begin{equation}
P_1 (a, \theta) = \epsilon \alpha \cos \varphi + \sigma B \cos(3\varphi - 3\theta),
\end{equation}

\begin{equation}
- \epsilon \alpha \left[ \frac{1}{3} \omega \sin \varphi + B \omega \sin(3\varphi - 3\theta) \right],
\end{equation}

\begin{equation}
P_2 (a, \theta) = -\epsilon k_1 D^p [a \cos \varphi + B \cos(3\varphi - 3\theta)].
\end{equation}
We could apply the standard averaging procedure to the right sides of (8a) and (8b) in time interval \([0, T]\), that means

\[
\dot{a} = -\frac{3}{T\omega} \int_0^T \left[ P_1 (a, \theta) + P_2 (a, \theta) \right] \sin \varphi \, d\varphi, \tag{10a}
\]

\[
\dot{a} = -\frac{3}{T\omega} \int_0^T \left[ P_1 (a, \theta) + P_2 (a, \theta) \right] \cos \varphi \, d\varphi. \tag{10b}
\]

In the procedure of integrating and averaging, one could select the time terminal \(T\) as \(T = \frac{2\pi}{\omega}\) if \(P_i(a, \theta) (i = 1, 2)\) is periodic function, or \(T = \infty\) if \(P_i(a, \theta) (i = 1, 2)\) is aperiodic one. Hereby, one could obtain the simplified forms of the first part for (10a) and (10b)

\[
\dot{a}_1 = -\frac{3}{2\pi\omega} \int_0^{2\pi} P_1 (a, \theta) \sin \varphi \, d\varphi
\]

\[
\dot{a}_1 = -\frac{3}{2\pi\omega} \int_0^{2\pi} P_1 (a, \theta) \sin \varphi \, d\varphi
\]

\[
\dot{a}_2 = -\frac{3}{2\pi\omega} \int_0^{2\pi} P_2 (a, \theta) \cos \varphi \, d\varphi
\]

\[
\dot{a}_2 = -\frac{3}{2\pi\omega} \int_0^{2\pi} P_2 (a, \theta) \cos \varphi \, d\varphi
\]

In order to calculate the second part for (10a) and (10b)

\[
\dot{a}_2 = -\lim_{T \to \infty} \frac{3}{T\omega} \int_0^T P_2 (a, \theta) \sin \varphi \, d\varphi
\]

\[
\dot{a}_2 = -\lim_{T \to \infty} \frac{3}{T\omega} \int_0^T P_2 (a, \theta) \cos \varphi \, d\varphi
\]

we introduce two important formulae as follows:

\[
B_1 = \lim_{T \to \infty} \int_0^T \frac{\sin (\omega t)}{t^p} \, dt, \tag{13a}
\]

\[
B_2 = \lim_{T \to \infty} \int_0^T \frac{\cos (\omega t)}{t^p} \, dt. \tag{13b}
\]

Based on the residue theorem and contour integration, one can obtain

\[
B_1 = \frac{\omega^{p-1} \Gamma (2 - p)}{1 - p} \cos \left( \frac{p\pi}{2} \right) = \omega^{p-1} \Gamma (1 - p) \cos \left( \frac{p\pi}{2} \right), \tag{14a}
\]

\[
B_2 = \frac{\omega^{p-1} \Gamma (2 - p)}{1 - p} \sin \left( \frac{p\pi}{2} \right) = \omega^{p-1} \Gamma (1 - p) \sin \left( \frac{p\pi}{2} \right). \tag{14b}
\]

After some complicated but standard computation, we could obtain

\[
\dot{a}_2 = -\frac{eak_1 (\omega/3)^{p-1}}{2} \sin \left( \frac{p\pi}{2} \right), \tag{15a}
\]

\[
\dot{a}_2 = \frac{eak_1 (\omega/3)^{p-1}}{2} \cos \left( \frac{p\pi}{2} \right). \tag{15b}
\]

Combining (11a) and (11b) with (15a) and (15b), one could establish the simplified standard equation as

\[
\dot{a} = -\frac{\alpha a}{8} \left( a^3 + \alpha^2 B \cos (3\theta) + 2\alpha^2 B^2 \right)
\]

\[
\dot{a} = \frac{\alpha a}{8} \left( a^3 + \alpha^2 B \cos (3\theta) + 2\alpha^2 B^2 \right)
\]

\[
\dot{a} = -\frac{3\alpha a}{2\omega} \sin (3\theta) + \frac{eak_1 (\omega/3)^{p-1}}{2} \cos \left( \frac{p\pi}{2} \right). \tag{16b}
\]

If we substitute the parameters with the original ones, (16a) and (16b) become

\[
\dot{a}_2 = -\frac{\alpha_1 a^2 B}{8m} \cos (3\theta) - \frac{\alpha_1 (a^3 + 2\alpha^2 B^2)}{8m} - \frac{a}{2m} C (p), \tag{17a}
\]

\[
\dot{a}_2 = -\frac{\alpha_1 a^2 B}{8m} \sin (3\theta) - \frac{a\omega}{6} \alpha + \frac{3a}{2m\omega} K (p), \tag{17b}
\]

where

\[
C (p) = -\alpha_1 + K_1 \left( \frac{\omega}{3} \right)^{p-1} \sin \left( \frac{p\pi}{2} \right), \tag{18a}
\]

\[
K (p) = k + K_1 \left( \frac{\omega}{3} \right)^{p} \cos \left( \frac{p\pi}{2} \right). \tag{18b}
\]

We refer to these two combined new parameters as equivalent linear damping coefficient (ELDC) and equivalent linear stiffness coefficient (ELSC), respectively.

From (18a) and (18b), we can know that fractional-order parameters have important influence on the ELDC and the ELSC. It is easy to see that the equivalent linear damping and stiffness coefficients are all monotonically increasing function of the fractional coefficient \(K_1\). Therefore, the fractional coefficient \(K_1\) will affect the system response amplitude by the form of ELDC and affect the system resonance frequency by the form of ELSC. The effects of the fractional order \(p\) on the
ELDC and ELSC are much more complicated. These effects are implemented in the product form of an exponential and a trigonometric function. We could take the partial derivatives of the ELDC and ELSC with respect to \( \rho \), and the results are as follows:

\[
\frac{\partial C(\rho)}{\partial \rho} = K_1 \left[ \left( \frac{\omega}{3} \right)^{p-1} \ln \left( \frac{\omega}{3} \right) \sin \left( \frac{p \pi}{3} \right) + \frac{\pi}{2} \left( \frac{\omega}{3} \right)^{p-1} \cos \left( \frac{p \pi}{3} \right) \right],
\]

\[
(19a)
\]

\[
\frac{\partial K(\rho)}{\partial \rho} = K_1 \left[ \left( \frac{\omega}{3} \right)^{p} \ln \left( \frac{\omega}{3} \right) \cos \left( \frac{p \pi}{3} \right) - \frac{\pi}{2} \left( \frac{\omega}{3} \right)^{p} \sin \left( \frac{p \pi}{3} \right) \right].
\]

\[
(19b)
\]

From (19a) and (19b), we can know that the partial derivatives of the ELDC and ELSC to the fractional order \( p \) are related to the excitation frequency besides being related to \( \rho \). When the fractional order \( p \) is changed from 0 to 1, \((\omega/3)^p\) and \((\omega/3)^{p-1}\) will be decreased along with the increase of \( \rho \) if \( \omega/3 < 1 \). On the contrary, \((\omega/3)^p\) and \((\omega/3)^{p-1}\) will be increased along with the increase of \( \rho \) if \( \omega/3 > 1 \). Because the natural frequency of the selected system in this paper is \( \omega_0 = 3 \), we can know that \( \omega/3 \) is close to 1 based on the relationship between \( \omega \) and \( \omega_0 \). From (19a), one can conclude that \( \partial C(\rho)/\partial \rho \) is always positive when \( 0 < \rho < 1 \). That means that the ELDC is a monotonically increasing function of the fractional order \( p \), and the fractional order \( p \) will affect the system response amplitude by the form of the ELDC. We can also obtain the critical value for the fractional order \( p_c = 0.3885 \) from (19b). Through the analysis, we know that the ELSC will attain the maximum value and the corresponding resonance frequency is the largest at the critical value for the fractional order VDP oscillator. It could also be concluded that the ELSC and the corresponding resonance frequency will be increased along with the increase of \( \rho \) if \( 0 < \rho < p_c \) and will be decreased along with the increase of \( \rho \) if \( p_c < \rho < 1 \).

From the above analysis, we can draw the following conclusions. When \( p = 0 \), the ELDC is the minimum value as \( -\alpha_1 \), and the ELSC is \( k + K_1 \). When the fractional order is changed as the critical value as \( p_c \), the ELSC will attain the maximum value. When \( p = 1 \), the ELDC is the maximum value as \( K_1 - \alpha_1 \), and the ELSC is the minimum value as \( k \). Accordingly, when \( p \to 0 \), we can know that the ELDC is very small, so that the corresponding system response amplitude will be very large. When \( p \to 1 \), we can find that the ELDC is very large, and the corresponding resonance frequency is close to the natural frequency of the original integer-order system.

3. Existence Condition for 1/3 Subharmonic Resonance and Stability Condition for the Approximate Solution

3.1. Existence Condition for 1/3 Subharmonic Resonance. Now we study the steady-state solution, which is more important and meaningful in vibration engineering. Letting \( \alpha = 0 \) and \( a\theta = 0 \), (17a) and (17b) become

\[
-\alpha_1 \left( \overline{a^2} + 2B^2 \right) - 4C(\rho) = \alpha_1 aB \cos (3\overline{\theta}),
\]

\[
4m\omega^2 - 36K(p) = 3\alpha_1 aB\omega \sin (3\overline{\theta}).
\]

Eliminating \( \overline{\theta} \) from (20) and (21), one could obtain the amplitude-frequency equation as

\[
\frac{\alpha_1 \overline{a^2}}{4} + \frac{\alpha_1 B^2}{2} + C(\rho) \right)^2 + \frac{9}{\omega^2} \left( \frac{K(p) - m\omega^2}{9} \right)^2 = \frac{\alpha_1^2 B^2}{16} \cdot
\]

Defining the amplitude parameter as

\[
\rho \overset{\text{def}}{=} \frac{\overline{a^2}}{4},
\]

one could obtain another form of the amplitude-frequency equation as

\[
\left( \alpha_1 \rho + \frac{\alpha_1 B^2}{2} + C(\rho) \right)^2 + \frac{9}{\omega^2} \left( \frac{K(p) - m\omega^2}{9} \right)^2 = \frac{\alpha_1^2 B^2}{4} \cdot
\]

According to (20), (21), and (23), we also obtain the phase-frequency equation as

\[
\overline{\theta} = \frac{1}{3} \arctan \left\{ \frac{3}{\omega} \left( K(p) - \left( \frac{m\omega^2}{9} \right) \right) \right\}.
\]

Expanding (24), one could get

\[
\alpha_1^2 \rho^2 + \left( \frac{2\alpha_1}{2} + C(\rho) \right)^2 + \frac{9}{\omega^2} \left( \frac{K(p) - m\omega^2}{9} \right)^2 = 0.
\]

Supposing that

\[
A_1 = \alpha_1^2, \quad A_2 = 2\alpha_1 \left( \frac{\alpha_1 B^2}{2} + C(\rho) \right) - \frac{\alpha_1^2 B^2}{4},
\]

\[
A_3 = \left( \frac{\alpha_1 B^2}{2} + C(\rho) \right)^2 + \frac{9}{\omega^2} \left( \frac{K(p) - m\omega^2}{9} \right)^2,
\]

Equation (26) becomes

\[
A_1 \rho^2 + A_2 + A_3 = 0.
\]
One could obtain the amplitude parameter as
\[ \rho = \frac{-A_2 \pm \sqrt{A_2^2 - 4A_1A_3}}{2A_1}. \] (29)

We can establish the existence condition for subharmonic resonance (ECSR) based on (29) as follows:
\[ A_2 < 0, \quad A_2^2 - 4A_1A_3 \geq 0. \] (30)

Expanding (30), we get another form of the ECSR as
\[ \frac{\alpha_1^2B^2}{4} - 2\alpha_1 \left[ \frac{\alpha_1^2B^2}{2} + C(p) \right] > 0, \] (31a)

\[ \frac{\alpha_1^4B^4}{16} - \frac{\alpha_1^3B^2}{2} \left[ \frac{\alpha_1^2B^2}{2} + C(p) \right] - \frac{36\alpha_1^2}{\omega^2} \left[ K(p) - \frac{m\omega^2}{9} \right]^2 \geq 0. \] (31b)

From (31a) and (31b), it is easy to see that the condition in (31b) contains the condition in (31a). We simplify (31b) and obtain the ECSR as
\[ \alpha_1^2B^4\omega^2 - 16\alpha_1^3B^2\omega^2 \left[ \frac{\alpha_1^2B^2}{2} + C(p) \right] - 576 \left[ K(p) - \frac{m\omega^2}{9} \right]^2 \geq 0. \] (32)

Through the analysis of (32), we can get to know that the fractional-order parameters will affect the ECSR by the form of the ELDC and ELSC. The ECSR will be decreased along with the increase of the ELDC and ELSC. Taking into account the effects of the fractional-order parameters on the ELDC and the ELSC, we can draw the conclusions that the larger the fractional-order parameters are, the smaller the ECSR is.

3.2. Stability Analysis for the Steady-State Solution. From (26), we get to know that there may be two steady-state solutions for (26) generally. In order to determine which solutions can be achieved in practice, we should analyze the stability of these steady-state solutions. Letting \( a = \tilde{a} + \Delta a \) and \( \theta = \tilde{\theta} + \Delta \theta \) and substituting them into (17a) and (17b), that yields
\[
\frac{d\Delta a}{dt} = \left[ -\frac{\alpha_1\pi B \cos(3\tilde{\theta})}{4m} - \frac{\alpha_1}{8m} \left( 3\tilde{a}^2 + 2B^2 \right) - \frac{C(p)}{2m} \right] \Delta a
+ \frac{3\alpha_1\tilde{a}B \sin(3\tilde{\theta})}{8m} \Delta \theta, \tag{33a}
\]
\[
\frac{d\Delta \theta}{dt} = \frac{\alpha_1B \sin(3\tilde{\theta})}{8m} \Delta a + \frac{3\alpha_1\tilde{a}B \cos(3\tilde{\theta})}{8m} \Delta \theta. \tag{33b}
\]

Based on (20) and (21), one could eliminate \( \tilde{\theta} \) from (33a) and (33b) and obtain the characteristic determinant as
\[
\det \begin{pmatrix}
D_1 - \lambda & -\frac{9\pi}{2m\omega} \left[ K(p) - \frac{m\omega^2}{9} \right] \\
-\frac{3}{2m\omega} \left[ K(p) - \frac{m\omega^2}{9} \right] & D_2 - \lambda
\end{pmatrix} = 0, \tag{34}
\]

where
\[
D_1 = \frac{1}{2m} \left[ C(p) + \frac{\alpha_1B^2}{2} - \alpha_1\rho \right],
\]
\[
D_2 = \frac{3}{2m} \left[ C(p) + \frac{\alpha_1B^2}{2} + \alpha_1\rho \right].
\]

Then, one could obtain the characteristic equation as follows:
\[
\lambda^2 - (D_1 + D_2) \lambda + D_1D_2 - \frac{27}{4m^2\omega^2} \left[ K(p) - \frac{m\omega^2}{9} \right]^2 = 0. \tag{36}
\]

From (36), one could obtain the stability conditions for the steady-state solution based on Lyapunov theory as follows:
\[
D_1 + D_2 < 0, \quad D_1D_2 - \frac{27}{4m^2\omega^2} \left[ K(p) - \frac{m\omega^2}{9} \right]^2 > 0. \tag{37}
\]

Expanding (37), one could obtain the equivalent stability conditions as
\[
N(p) \equiv 2\alpha_1\rho + \frac{\alpha_1B^2}{2} + C(p)
= \alpha_1 \left( 2\rho + \frac{B^2}{2} - 1 \right) + K_1(\omega^3)^{p-1} \sin \left( \frac{p\pi}{2} \right) > 0, \tag{38a}
\]
\[
R(p) \equiv \alpha_1^2\rho^2 - [N(p) - 2\alpha_1\rho]^2
- \frac{9}{\omega^2} \left[ K(p) - \frac{m\omega^2}{9} \right]^2 > 0, \tag{38b}
\]

where \( N(p) \) and \( R(p) \) are, respectively, defined as equivalent nonlinear damping coefficient (ENDC) and nonlinear stability parameter (NSP) for subharmonic resonance.

From the stability conditions for the steady-state solution, one could find that there will be stable solution if and only if \( N(p) \) and \( R(p) \) are positive at the same time. The other three cases, that is, \( N(p) > 0 \) and \( R(p) < 0 \), \( N(p) < 0 \) and \( R(p) > 0 \), and \( N(p) < 0 \) and \( R(p) < 0 \) are all corresponding to unstable solution. The ENDC is defined under steady state and corresponds to the nonlinear damping term of the fractional-order VDP oscillator.

From (38a) and (38b), we can know that the ENDC is related to the fractional-order parameters, the steady-state amplitude, the excitation amplitude, and excitation frequency. It is very interesting that the NSP is affected by both the ENDC and the ELSC at the same time, and it also has a relationship with the steady-state amplitude and the excitation frequency. When \( N(p) = 0 \) and \( R(p) = 0 \), \( \rho \) will approach the critical value between stable and unstable case. The ENDC and NSP determine the stability of the steady-state amplitude and are affected by the steady-state amplitude in return. The research on system stability is helpful to improve the relative stability of steady-state solution, and it can make the oscillator withstand greater variation range of system parameters so as to improve the robustness of the dynamical system.
4. Numerical Simulation and Study on the Fractional-Order Parameters

4.1. Effects of Fractional-Order Parameters on the ECSR. It is important to determine the value ranges of the excitation amplitude and frequency satisfying the ECSR. In order to illustrate the effects of fractional-order parameters on the ECSR, we selected a set of basic parameters as $m = 5$, $k = 45$, $\alpha = 0.1$, $\varepsilon = 0.01$, $K_1 = 0.1$, and $p = 0.5$ to analyze the system. According to (32), we can obtain the effect of fractional-order parameters on the ECSR as shown in Figure 1.

Based on Figure 1(a) and comparing the ECSR for integer-order VDP oscillator ($K_1 = 0$) with that for fractional-order VDP oscillator, we can know that the existence ranges of the excitation amplitude and frequency will be narrowed along with the increase of the fractional coefficient $K_1$. Different from the ECSR for traditional integer-order system, the existence range of ECSR for fractional-order system will not be symmetric about the original frequency value $\sigma = 0$ and shift to high-frequency range. From the effects of fractional-order parameters on the ELDC and ELSC, we could know that the fractional coefficient $K_1$ affected the dynamical characteristics of system. Through the analysis of Figure 1(a), one could know that $K_1$ enables to narrow the ranges of the excitation amplitude and frequency by the form of ELDC and ELSC and enables to shift the ECSR to high-frequency range by the form of ELSC.

Similarly, the effects of the fractional order $p$ on the ECSR could be found, which is shown in Figure 1(b). According to the effects of the fractional order $p$ on the ELDC, the ranges of the excitation amplitude and frequency are narrowed along with the increase of the fractional order $p$. It is more noteworthy that the effects of the fractional order $p$ on the ECSR are fulfilled by the form of ELSC. The ECSR is reduced and shifted right-and-left along the excitation frequency under the control of the ELSC. When $0 < p < p_c$, the ECSR is shifted to high-frequency range along with the increase of $p$. On the contrary, the ECSR will be shifted to low-frequency range along with the increase of $p$ if $p_c < p < 1$.

Figure 1: Effects of the fractional-order parameters on the existence condition for subharmonic resonance: (a) $p = 0.5$, (b) $K_1 = 0.1$.

Figure 2: The comparison of the existence condition for subharmonic resonance of the integer-order VDP oscillator (1: $K_1 = 0$) with that of the fractional-order counterpart (2: $K_1 = 0.05$, $p = 0.1$).
By the above analysis, we get to know that the smaller the fractional-order parameters are, the wider the ranges of the excitation amplitude and frequency are. $K_1$ and $p$ also enable to shift the ECSR to the designated direction if they are appropriately selected.

4.2. The Comparison between the Integer-Order and Fractional-Order VDP oscillator. A typical ECSR diagram for fractional-order VDP oscillator ($K_1 = 0.05$, $p = 0.1$) associated with the corresponding integer-order counterpart is shown in Figure 2. From Figure 2, we can know that the fractional-order parameters will affect the excitation amplitude and frequency of the ECSR by the form of the ELCDC and ELSC. According to (32), the ECSR will have wider ranges of the excitation amplitude and frequency if the damping and stiffness are smaller. Different from the ECSR of traditional integer-order VDP oscillator, the fractional-order parameters also enable to shift the ECSR along excitation frequency by the form of ELSC. From the effects of fractional-order parameters on the ECSR, we also know that the smaller fractional-order parameters are the smaller ECSR shifts to high-frequency range under the control of the ELSC.

In order to illustrate the effects of fractional-order parameters on the dynamical characteristics of VDP oscillator, we compare the amplitude-frequency curves of the integer-order and fractional-order ($K_1 = 0.05$, $p = 0.5$) VDP oscillator. The results are shown in Figure 3, where the solid line is for stable solution and the dot line is for unstable one. According to the effects of fractional-order parameters on the ECSR, we analyze three typical amplitude-frequency curves for $F_1 = 100$, 125, and 150, respectively. From the observation of Figure 3, we can know that the response amplitudes of fractional-order system are decreased although the topological structures of amplitude-frequency curves are not changed. Meanwhile, the ranges of the excitation amplitude and frequency are
Figure 4: The comparisons of the amplitude-frequency curves of the integer-order VDP oscillator with that of the fractional-order ($K_1 = 0.05$, $p = 0.1$) counterpart: (a) integer-order VDP oscillator; (b) fractional-order VDP oscillator.

Figure 5: Effects of the fractional coefficient $K_1$ on the amplitude-frequency curves in three response modes.
narrowed, and the amplitude-frequency curves of fractional-order system are shifted to high-frequency range. Considering the effects of fractional-order parameters on the ECSR, we can conclude that the fractional-order parameters could decrease the response amplitude by the form of ELDC, shift the amplitude-frequency curve along excitation frequency by the form of ELSC, and affect the range of the excitation frequency by the form of ELDC and ELSC simultaneously.

The ranges of the excitation amplitude and frequency are wider when fractional-order parameters are smaller. According to the observation of Figure 2, we can compare the relative topological structures of three typical amplitude-frequency curves for $F_1 = 200$, $400$, and $500$ as shown in Figure 4. From Figure 4, it could be found that the relative topological structures of amplitude-frequency curve for fractional-order system are not changed. The effects of fractional-order parameters on the amplitude-frequency curves in Figure 4 are similar to the corresponding ones of Figure 3.

Through the above analysis, one could find that the fractional-order parameters will decrease the response amplitude by the form of ELDC, shift the amplitude-frequency curve along excitation frequency by the form of ELSC, and affect the existence ranges of excitation frequency by the form of ELDC and ELSC. But they could not affect the topological structure of amplitude-frequency curve for subharmonic resonance. Therefore, the dynamical characteristics of the original integer-order system could be optimized by introducing appropriate fractional-order term.

4.3. Effects of Fractional-Order Parameters on the Amplitude-Frequency Curves. Based on the comparison of the amplitude-frequency curves between the integer-order and fractional-order system, we study the effects of fractional-order parameters on the amplitude-frequency curves so as to optimize the system by choosing appropriate fractional-order parameters.
One could obtain the different amplitude-frequency curves in the three typical modes shown in Figure 5, where \( p = 0.5 \) and the fractional coefficient \( K_1 \) is changed. Through the analysis of Figure 5, we could find that the fractional coefficient \( K_1 \) will affect the amplitude of the amplitude-frequency curve by the form of ELDC, shift the amplitude-frequency curve along excitation frequency by the form of ELSC, and affect the existence ranges of excitation frequency by the form of ELDC and ELSC. It means that the response amplitude will be decreased, the existence ranges of excitation frequency will be narrowed, and the amplitude-frequency curves will be gradually shifted to high-frequency range along with the increase of \( K_1 \).

When the fractional order \( p \) is changed, we get three kinds of amplitude-frequency curves shown in Figure 6, where \( K_1 = 0.1 \). Similar to the analysis of Figure 5, it could be found that the response amplitude and the existence ranges of excitation frequency are decreased along with the increase of \( p \). Based on the effects of the fractional order \( p \) on the ELSC, we could know that the amplitude-frequency curves will be shifted to high-frequency range along with the increase of \( p \) when \( 0 < p < p_c \), and the corresponding ones will be shifted to low-frequency range with the increase of \( p \) if \( p_c < p < 1 \).

Based on the effects of fractional-order parameters on the amplitude-frequency curves for subharmonic resonance of VDP oscillator, one could find that the response amplitude...
and existence range of excitation frequency for amplitude-frequency curve are decreased along with the increase of the fractional-order parameters. When $K_1$ and $p$ are smaller, one could obtain the amplitude-frequency curve whose response amplitude and existence range of excitation frequency are similar to the corresponding ones in the integer-order system. When $K_1$ and $p$ are larger, we can find that the fractional-order term could greatly change the dynamical characteristics of the original one. Therefore, we can choose the appropriate fractional-order parameters to optimize the system based on those results.

4.4. Effects of Fractional-Order Parameters on the Response Amplitude. As an important dynamical characteristic, the response amplitude generally reflects the system energy and has significant value. It is meaningful to study the effects of fractional-order parameters on system response amplitude, which is beneficial to improve the stability of response amplitude.

The effects of the fractional coefficient $K_1$ on the response amplitude for $F_1 = 200, 400,$ and $500$ are shown in Figure 7, where the solid line is for stable response amplitude and the dot line is for the unstable one. From the observation of Figure 7, we could know that $K_1$ will directly affect the response amplitude for frequency value $\sigma = 1$ by the form of ELDC and indirectly affect the corresponding one by the form of ELSC when $K_1$ is gradually increased. Moreover, based on the characteristics of amplitude-frequency curve
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for subharmonic resonance of VDP oscillator, one could know that any stable amplitude must be corresponding to an unstable one, and the unstable one is smaller than the stable one. It means that the change of the fractional coefficient $K_1$ will change both the system stability and the response amplitude. We could also know from Figure 7 that the bigger the fractional order $p$ is, the smaller the response amplitude at $\sigma = 1$ becomes. It is also worth noting that the value ranges of the response amplitude about the change of $K_1$ are not gradually decreasing along with the increase of $p$ as shown in Figure 7(a). Based on the characteristics of the ECSR, we known that $K_1$ and $p$ will directly affect the response amplitude for a particular frequency difference $\sigma$ by the form of ELDC and also indirectly affect the corresponding one by the form of ELSC through shifting the corresponding amplitude-frequency curve. One had known from (19a) and (19b) that the amplitude-frequency curve will shift to high-frequency range along with the increase of $p$ when $0 < p < p_c$.
and shift to low-frequency range along with the increase of \( p \) if \( p_c < p < 1 \). By combining all the above analysis, one could conclude that it maybe generate the phenomenon for Figure 7(a) under the effects of ELDC and ELSC on response amplitude. for Figure 7(a) under the effects of ELDC and ELSC on response amplitude.

The effects of the fractional order \( p \) on the response amplitude for \( F_1 = 200, 400, \) and \( 500 \) are shown in Figure 8. It is similar to the analysis of Figure 7, one could know that the response amplitude at \( \sigma = 1 \) will be decreased along with the increase of fractional-order parameters. It is worth noting that there is a segmented phenomenon for \( K_1 = 0.09 \) in Figure 8(a). From the effects of \( K_1 \) on the response amplitude, we could know that the response amplitude for a particular frequency difference \( \sigma \) will be affected by \( K_1 \) and \( p \) simultaneously through the way of ELDC and ELSC. As to the effects of \( p \) on the response amplitude, one could find that the amplitude-frequency curves will shift to high-frequency range and then shift to low-frequency in the procedure of \( p \) from 0 to 1. And the value of response amplitude will be increased and then decreased in the same procedure.

Through the analysis of the effects of fractional-order parameters on the response amplitude, we could find that one can effectively control the value of stable response amplitude.

Figure 11: Effects of the fractional-order parameters on system stability for \( \sigma = 1 \) and \( F_1 = 200 \).
by changing fractional-order parameters. We also find that the larger the excitation amplitude is, the simpler the effects of fractional-order parameters on the response amplitude are. It is meaningful for optimizing system response amplitude.

4.5. Effects of Fractional-Order Parameters on the System Stability

4.5.1. Effects of Excitation Amplitude on the Relative Stability of the Stable Solution. The stability of steady-state solution is particularly important. The effects of the fractional coefficient $K_1$ on the system stability are shown in Figure 9, where the solid lines satisfy the stability condition and the dot lines do not. Based on the stability conditions for the steady-state solution of (38a) and (38b), we could find that the solution is stable only if the ENDC and NSP are positive simultaneously. We get to know from Figure 9 that the unstable solutions correspond to $N(p) > 0, R(p) < 0$ for $F_1 = 200$ and 500, and it can make the system generate the unstable periodic vibration. For $F_1 = 400$, the unstable solutions correspond to two cases, that is $N(p) > 0, R(p) < 0$ and $N(p) < 0, R(p) < 0$.

Figure 12: Effects of the fractional-order parameters on system stability for $\sigma = 1$ and $F_1 = 400$. 
According to the extent of the stable solution curves away from zero axis, we can judge the relative stability of solutions. From the observation of Figure 9, we find that the relative stability of the stable solutions for \( F_1 = 400 \) is better than the corresponding ones for others. Through analysis, one could know that the value range of the excitation frequency for \( F_1 = 400 \) is wider, so that it can withstand wider variation range of fractional-order parameters. Therefore, the relative stability of the stable solutions for \( F_1 = 400 \) is better for a particular frequency difference \( \sigma \).

The effects of the fractional order \( p \) on the system stability are shown in Figure 10. Similar to the analysis of Figure 9, we get to know that the unstable solutions correspond to \( N(p) > 0, R(p) < 0 \) for \( F_1 = 200 \) and \( 500 \), and the unstable solution for \( F_1 = 400 \) corresponds to \( N(p) > 0, R(p) < 0 \) and \( N(p) < 0, R(p) < 0 \). We could also know from Figure 10(b) that the relative stability of the stable solutions for \( F_1 = 400 \) is better when \( p < 0.2 \), and the relative stability of the corresponding ones for \( F_1 = 200 \) is better when \( p > 0.4 \), from Figure 10(a).

Based on the characteristics of the ECSR, we know that the smaller the excitation amplitude \( F_1 \) is, the easier to satisfy the ECSR the system is. From the above analysis, one could know that the relative stability of the stable solutions is better when \( F_1 \) is smaller and \( p \) is larger.

Figure 13: Effects of the fractional-order parameters on system stability for \( \sigma = 1 \) and \( F_1 = 500 \).
4.5.2. Effects of Fractional-Order Parameters on the Relative Stability of the Stable Solution. The effects of fractional-order parameters on the system stability when $K_1$ and $p$ are changing simultaneously are shown in Figures 11, 12 and 13. We could know from Figure 11 to Figure 13 that the larger the fractional-order parameters are, the worse the relative stability of system stable solution for a particular frequency difference $\sigma$ is. From the effects of fractional coefficient $K_1$ on the system stability, we could know that the relative stability of the stable solution for fractional-order system is better than the corresponding one for integer-order system ($K_1 = 0$) when fractional-order parameters are smaller. The relative stability of the stable solution gradually becomes worse along with the increase of $p$. Especially, the relative stability of the stable solution for integer-order system is worse than the corresponding one for fractional-order system when $p \to 1$. From Figure 11, we also find that the effects of fractional-order parameters on system stability parameters are more complex and there is a segmented phenomenon for $K_1 = 0.09$. Based on the effects of fractional-order parameters on the response amplitude, we could know that the system amplitude-frequency curve is shifted along excitation frequency and the corresponding range of excitation frequency is narrowed when excitation amplitude $F_1$ is smaller. At the same time, the similar results could be obtained from Figures 12 and 13. Under the effect of both the offset of amplitude-frequency curve and the change of the range of excitation frequency, the stable solutions may produce segmented phenomenon along with the changes of fractional-order parameters.

According to the effects of fractional-order parameters on system stability parameters, we know that one can obtain the stable periodic solutions whose relative stability is better when $K_1$ and $p$ are smaller. We also know that the stable solutions with better relative stability can withstand wider variation ranges of fractional-order parameters. Accordingly, it is important to optimize the system by appropriately changing the fractional-order parameters.

5. Conclusions

The 1/3 subharmonic resonance of fractional-order van der Pol (VDP) oscillator is studied. Through the analysis of the effects of fractional-order parameters on the response amplitude, we found that the fractional-order parameters will affect response amplitude in a certain frequency difference by the form of ELDC and ELSC. Through the analysis of the effects of fractional-order parameters on the amplitude-frequency curves, we get to know that the fractional-order parameters will affect the amplitude of amplitude-frequency curve by the form of ELDC, shift the amplitude-frequency curve along the excitation frequency by the form of ELSC, and affect the ranges of the excitation frequency by the form of ELDC and ELSC simultaneously. Through the analysis of the effects of fractional-order parameters on the ECSR, we find that the smaller the fractional-order parameters are, the wider the ranges of the excitation amplitude and frequency are. Through the analysis of the effects of fractional-order parameters on the stability parameters, we could draw the conclusion that the relative stability of the corresponding stable solution is better when the range of the excitation frequency is wider and the fractional-order parameters are smaller. These results are greatly important in the dynamical analysis on fractional-order system and have important significance for optimizing the system.
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