
Research Article
A Novel Assembly Line Balancing Method Based on
PSO Algorithm

Xiaomei Hu, Yangyang Zhang, Ning Zeng, and Dong Wang

Shanghai Key Laboratory of Intelligent Manufacturing and Robotics, School of Mechatronic Engineering and Automation,
Shanghai University, Mailbox 232, No. 149 Yanchang Road, Shanghai 200072, China

Correspondence should be addressed to Xiaomei Hu; sufeimasohxm@163.com

Received 19 January 2014; Accepted 31 March 2014; Published 30 April 2014

Academic Editor: Jonathan N. Blakely

Copyright © 2014 Xiaomei Hu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Assembly line is widely used in manufacturing system. Assembly line balancing problem is a crucial question during design and
management of assembly lines since it directly affects the productivity of the whole manufacturing system.The model of assembly
line balancing problem is put forward and a general optimization method is proposed. The key data on assembly line balancing
problem is confirmed, and the precedence relations diagram is described. A double objective optimization model based on takt
time and smoothness index is built, and balance optimization scheme based on PSO algorithm is proposed.Through the simulation
experiments of examples, the feasibility and validity of the assembly line balancing method based on PSO algorithm is proved.

1. Introduction

With the progress and development of science and technol-
ogy, manufacturing has transformed from the simple process
documented by individual behavior and single machine
to the complicated one conducted by manufacture system
composed of many manufacture components [1]. Assembly
line is an effective combination of man and machine, and
it is the most widely used production mode in the man-
ufacturing industry. The advanced manufacturing models,
such as Flexible AutomationManufacturing, Agile Manufac-
turing, JIT Manufacturing, and Networked-Manufacturing,
are constantly emerging. Manufacturing technology devel-
ops towards systematical, flexible, integrated, reconfigurable,
networked, intelligent, green renewable, and other direc-
tions [2]. The transformation of manufacturing mode and
manufacturing technology has influenced the manufactur-
ing system planning, design, operation, and management
deeply.

Manufacturing enterprises mainly produce in the contin-
uous production line with multiple and fine-sorted process.
Fine-sorted work forms are used in the assembly production.
On the one hand, it improves the proficiency of operators and
the efficiency of production; on the other hand, it also causes
each assembly process not to be able to consume the same

time in theory and reality. Load unbalance in assembly line
can lead toworkpiece accumulation and even the termination
of production line [3–6]. Assembly line balancing is to
equalize all the assembly processes by adjusting the work
load of each process to make the job time of each process
as close as possible. Balancing assembly line is beneficial to
enhance the work efficiency of operator and equipment and
reduce the consumption of single product working hours
[7–9]. Therefore, the study of the assembly line balanc-
ing problem has important theoretical value and practical
significance.

At present, some studies aim to solve the line balancing
problem. Chartlton uses mathematical analysis method and
proposes the branch and boundmethod to solve the assembly
line balancing [10]. Gao and Sun put forward a measure
of action analysis improvement to improve the production
rate of balance by reducing the operation time [11]. With
the deepening of the research, the intelligent algorithm is
considered to solve the production line balance problem
recently. Chen and Zhang propose improved ant colony
algorithm, and the ant scheme generationmeasuringmethod
is given to compute homework allocation plan [12], and
the research on line balancing problem with certain station
numbers is also carried on [13]. However, there have been
few researches on multiobjective optimization of production
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line balance problem nowadays. Takt time and smoothness
index are two important indicators to measure the assembly
line balancing. Takt time is referring to the interval time
of completing the same two products continuously and
smoothness index is ameasurement index of the discrete state
of location homework time distribution.

Multiobjective optimization of production line balancing
problem is studied in this paper. The integrated optimal
function of takt time and smoothness index is defined, and a
novel optimization method of assembly line balancing based
on PSO algorithm is proposed since the PSO algorithm has
the advantage of high solution speed, high solution quality,
and good robustness [14].

2. The Mathematical Model of
Assembly Line Balancing Problem

2.1. The Description of the Assembly Line Balancing Problem

2.1.1. The Main Parameters of Production Line Balancing
Problem. The main parameters of production line balancing
problem are represented as follows [15].
(1) Job Element and StandardWork Time. Job element divides
assemble into unit operations, and these unit operations
cannot or need not be divided in general. Standard work time
is the time to complete an operation of a job element. Job ele-
ment and standard work time are one to one correspondence
relation. 1, 2, 3, . . . , 𝑛 express the job elements and 𝑡𝑗 is the
standard work time of job element 𝑗.
(2) Production Line Balancing Rate𝑃. Production line balanc-
ing rate 𝑃 is the expression of the balance of the whole or
part of production lines and continuous condition. It is an
important index to measure the production line balancing. It
can be defined as

𝑃 =

∑
𝑛
𝑗=1 𝑡𝑗

𝑚 ∗max (𝑇𝑖)
. (1)

In (1), 𝑡𝑗 is the expression of standard work time of the 𝑗
job elements, 𝑛 represents the number of the work elements,
𝑚 represents the number of total stations in assembly lines,
𝑇𝑖 represents the work time in the 𝑖 station, and max(𝑇𝑖)
represents the biggest station operating time, namely, the
bottleneck station time.
(3) Takt Time TT. Takt time TT is the work time between two
consecutive products or batches. It can be defined as

TT = Tw
𝑄
. (2)

In (2), Tw represents the total effective work time in the plan
period and 𝑄 represents the production quantity in the plan
period.
(4) Smoothness Index SI. Smoothness index is the evaluation
of time distribution of discrete conditions of thewhole or part
of the production line. It represents the deviation degree of
operation time between each station in the whole or part of
the production line. The greater the value of SI, the greater
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Figure 1: Precedence relations diagram.

the homework time distribution of production line location
deviation. It can be defined as

SI =
√∑
𝑚
𝑖=1 (TT − 𝑇𝑖)

2

𝑚
.

(3)

(5) The Precedence Relations Diagram and Relationship
Matrix. The precedence relations diagram is a directed graph
𝐺 without a loop. It expresses the process sequence of
job elements in graphic method according to the priority
constraints:

𝐺 = (𝐸, 𝑃) . (4)

In (4), node 𝐸 is a set of job elements:

𝐸 = {1, 2, 3, . . . , 𝑛} . (5)

Arc𝑃 represents the successive relationship sets between
assembly work in the graph.

Relationship matrix𝑀 is the matrix transformed by the
priority constraints based on precedence relations diagram.
The conversion relationship between the precedence rela-
tions diagram and relationship matrix can be expressed as
follows.

When 𝑀𝑖𝑗 = 1, the job element 𝑖 is the first operation
before the job element 𝑗. At this time, the station of the job
element 𝑖 must be arranged before the job element 𝑗 [16].
The precedence relations diagram of a simple assembly line
with eight operating elements is shown in Figure 1. And its
relationship matrix is shown in

𝑀 =

[
[
[
[
[
[
[
[
[
[

[

0 1 1 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0

]
]
]
]
]
]
]
]
]
]

]

. (6)
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2.1.2. The Classification of the Line Balancing Problem. There
are three kinds of line balancing problem.

(1) The objective function of the first kind assembly line
balancing problem is to maximize the production
line balancing rate 𝑃 with certain takt time TT. It is
equivalent to minimizing the number of stations 𝑚
with certain takt time. It can be expressed as

max𝑃 =
∑
𝑛
𝑗=1 𝑡𝑗

𝑚 ∗max (𝑇𝑖)
× 100 ⇐⇒ min𝑚. (7)

(2) The objective function of the second kind assembly
line balancing problem is tomaximize the production
line balancing rate 𝑃 with certain station number 𝑚.
It is equivalent to minimizing the takt time TT with
certain location numbers𝑚. It can be expressed as

max𝑃 =
∑
𝑛
𝑗=1 𝑡𝑗

𝑚 ∗max (𝑇𝑖)
× 100 ⇐⇒ min TT. (8)

(3) The objective function of the third kind assembly line
balancing problem is to minimize the smoothness
index SI with certain takt time TT and station num-
bers𝑚. It can be expressed as

min SI =
√∑
𝑚
𝑖=1 (TT − 𝑇𝑖)

2

𝑚
.

(9)

The general description of the assembly line balancing
problem with certain station numbers is shown as follows
[17].

Assume that the assembly line is expressed with a given
directed graph without a loop 𝐺 = (𝐸, 𝑃); assembly line
balancing problem with certain station numbers 𝑚 can be
described to confirm the division {𝑆𝑘 | 𝑘 = 1, 2, 3, . . . , 𝑚} in
𝐸 = {1, 2, 3, . . . , 𝑛} on the premise of successive relationship.

2.2. A Multiobjective Optimization Model. According to the
classification description of the assembly line balancing
problem, three kinds of assembly line balancing problems
belong to optimization problem in fact [18]. Optimizing a
certain goal in the process of actual assembly individually
may cause the neglect of relevance of balance goals. As a
result, the optimization results are often not accord with the
actual situation of assembly process [19]. In this paper, the
fitness function 𝑓1 and the objective function min𝑓1 are
constructed to realize the comprehensive optimal goals of
the takt time TT and smooth index SI in assembly lines in
consideration that the layout of assembly line and the station
number certain𝑚 is fixed.

Fitness function is defined as

𝑓1 = 𝑏1 ∗ TT + 𝑏2 ∗ SI. (10)

Constraint conditions are as follows:

TT = max (𝑇𝑖) , (𝑖 = 1, 2, . . . , 𝑚) , (11)

𝑆𝑖 ∩ 𝑆𝑗 = Ø, (𝑖 ̸= 𝑗, 𝑖, 𝑗 = 1, 2, . . . , 𝑚) , (12)

𝐸 =

𝑚

⋃

𝑘=1

𝑆𝑘, (𝑘 = 1, 2, . . . , 𝑚) , (13)

𝑇 (𝑆𝑘) ⩽ TT, (𝑘 = 1, 2, . . . , 𝑚) , (14)

if 𝑀𝑖𝑗 = 1, 𝑖 ⊂ 𝐴𝑥, 𝑗 ⊂ 𝐴𝑦;

then 𝑥 ≤ 𝑦, 𝑀 = (𝑀𝑖𝑗)𝑛×𝑛.
(15)

The fitness function 𝑓1 takes advantage of the linear
weighted average model of takt time TT and smoothness
index SI in assembly line. The first part of 𝑓1 is used to
evaluate the balance of assembly line and the second part of
𝑓1 is used to evaluate the speed of assembly line production.
𝑏1 and 𝑏2 are weight value, and 𝑏1 + 𝑏2 = 1. Specific values can
also be used according to the specific situation.

In the constraint conditions, 𝑛 and 𝑚 are constant; 𝑛 is
the number of job elements; 𝑚 is the number of location.
In (12), there is no overlap between the different stations,
because the same job elements could only be distributed in
one location. In (13), all the job elements should be assigned
[20]. In (14), the maximum operation time of station is the
takt time. Formula (15) is used to establish the distribution
relations of job elements on the basis of precedence relation
matrix.

2.3. The Solution of the Assembly Line Balancing Problem.
Two distribution solutions are applied to solve the objective
function min𝑓1.

(1) To solve a problem, a production line balancing
problem with certain station numbers, a series of
classification schemes of job elements {𝑆𝑘 | 𝑘 =
1, 2, 3, . . . , 𝑚} with smaller takt time from job ele-
ments set 𝐸 = {1, 2, 3, . . . , 𝑛} are concluded. A
kind of coding based on two-dimensional particle is
proposed to express and update the arrangement of
operating elements.

(2) According to classification schemes of job elements 𝑆𝑘
in step one, each value of smooth index in job element
arrangement scheme is calculated and the classifica-
tion scheme of job elements {𝑆𝑘 | 𝑘 = 1, 2, 3, . . . , 𝑚}
with minimum value of objective function min𝑓1 is
taken as the optimal arrangement scheme.

3. The Assembly Line Balance Optimization
Algorithm Based on PSO

3.1. Particle Swarm Optimization Algorithm

(1) The basic idea of particle swarm optimization: the
particle swarm optimization was first put forward in
1995 by the American social psychologist J. Kennedy
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and electrical engineer R. Eberhart on the basis of the
study of the behavior of birds group in the early time
[21]. PSO treats each individual as a particle which has
no weight and volume in 𝑛 dimensional search space
and the particle flies at a certain speed in the search
space.The speed is dynamically adjusted based on the
flying experience of individual and group.

(2) The basic mathematical model of PSO algorithm [22–
24].

In the 𝑛 dimensional space, 𝑋𝑖 = (𝑥𝑖1, 𝑥𝑖2, . . . , 𝑥𝑖𝑛) express a
current position of particle 𝑖.
𝑉𝑖 = (V𝑖1, V𝑖2, . . . , V𝑖𝑛) express that the speed V𝑖 is the

current speed of particle 𝑖.
𝑃𝑖 = (𝑝𝑖1, 𝑝𝑖2, . . . , 𝑝𝑖𝑛) express the best experiencing

position of particle 𝑖; namely, 𝑃𝑖 has the smallest fitness.
Assume that 𝑓(𝑥) is the minimized objective function,

the best position of particle 𝑖 is calculated as follows:

𝑃𝑖 (𝑡 + 1) = {
𝑃𝑖 (𝑡) 𝑓 (𝑃𝑖 (𝑡)) ≤ 𝑓 (𝑋𝑖 (𝑡 + 1))

𝑋𝑖 (𝑡 + 1) 𝑓 (𝑃𝑖 (𝑡)) > 𝑓 (𝑋𝑖 (𝑡 + 1)) .

(16)

Assume that the number of particles is 𝑠 in population; all
particles have experienced the best position 𝑃𝑔(𝑡); then

𝑃𝑔 (𝑡) ∈ {𝑃0 (𝑡) , . . . , 𝑃𝑔 (𝑡)} | 𝑓 (𝑃𝑔 (𝑡))

= min {𝑓 (𝑃0 (𝑡)) , . . . , 𝑓 (𝑃𝑠 (𝑡))} .
(17)

PSO algorithm basic solving equations are as follows [25, 26].
Speed evolution equation is shown as

𝑉𝑖 (𝑡 + 1) = 𝑤𝑉𝑖 (𝑡) + 𝑐1𝑟1 (𝑝𝑖 (𝑡) − 𝑥𝑖 (𝑡))

+ 𝑐2𝑟2 (𝑝𝑔 (𝑡) − 𝑋𝑖 (𝑡)) .

(18)

Position evolution equation is shown as

𝑋𝑖 (𝑡 + 1) = 𝑋𝑖 (𝑡) + 𝑉𝑖 (𝑡 + 1) . (19)

In (18), 𝑐1 and 𝑐2 are the acceleration constant, which take
the value in [0, 2]. 𝑟1 and 𝑟2 both are a random number
between 1 and 2; 𝑤 is inertia coefficient between 0 and 1
and it has the ability of keeping inertia expansion of particle
movement to explore new areas.

3.2. Parameter Setting of PSO. The parameters of particle
swarm optimization algorithm include population quantity
𝑁, the number of iterations 𝐺, inertia weight 𝑤, accelerated
constant 𝑐, and the initial position and velocity of each
particle.

3.3. Coding of Assembly Line Balancing Problem. The most
important job is to code in order to solve the assembly
line balancing problem using PSO algorithm. There are
many coding methods for the scheduling problem. Among
the numerous coding methods, coding based on workpiece,
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Figure 2: Precedence relations diagram with ten job elements.

coding based onmachine, and coding based on operation are
used in the optimization problem frequently [27–29].

In view of the particularity of assembly line balancing
problem, as well as the limitations of general coding method,
a coding method based on job elements is adopted in this
paper. AOV-net coding basic ideas are used to encode the
precedence relations diagram of job element [30].

The basic steps of AOV-net basic coding are as follows.

(1) Output the nodewhich has no precursors in AOV-net
table.

(2) Remove the selected node and the arc which takes the
selected node as starting point form the map; the rest
of the vertices still constitute the AOV-net.

(3) Repeat (1) and (2) until outputting all the nodes, the
vertex sequencing is a topological sort.

Since the precedence relations diagram of job element con-
tains two parts, namely, job element and standard work time,
a two-dimensional particle expressive method is proposed
[31]. Assume the total number of job elements are 𝑁;
a two-dimensional particle with length 𝑁 is created: the
first dimension corresponds the order of job elements; the
second dimension corresponds standard work time 𝑡𝑖 (𝑖 =
1, 2, 3, . . . , 𝑁) of each job element, and each job element has a
corresponding standardwork time. If the order of job element
changes, the arrangement of standardwork time also changes.

The precedence relations diagram of an assembly line
with ten job elements is shown in Figure 2.

Two particles are coded and shown in Tables 1 and 2.

3.4. The Particle Updating Formula of PSO Algorithm. The
particle updating formula is defined as

𝑋𝑖 (𝑡 + 1)

= 𝑐2 ⊗ 𝑔 {𝑐1 ⊗ 𝑔 [𝑤 ⊗ ℎ𝑥,𝑦 (𝑋𝑖 (𝑡)) , 𝑝𝐵𝑖 (𝑡)] , 𝑔𝐵𝑖 (𝑡)} .

(20)

In (20), 𝑋𝑖(𝑡 + 1) express the positions of particle 𝑖 in the 𝑡
iterations.
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Table 1: The code of particle one.

Job element
1 2 3 4 5 6 7 9 8 10

Standard
work time (𝑡𝑖)

1.3 0.9 1.8 1.1 0.9 1.2 1.3 2.0 1.8 1.1

Table 2: The code of particle two.

Job element
1 3 4 2 6 5 7 9 8 10

Standard
work time (𝑡𝑖)

1.3 1.8 1.1 0.9 1.2 0.9 1.3 2.0 1.8 1.1

𝑐1 and 𝑐2 are the acceleration constant, and 𝑤 is the
inertia coefficient. Moreover, their values are between 0 and
1. ℎ𝑥,𝑦(𝑋𝑖(𝑡)) express the exchange of the 𝑥 component and
the 𝑦 component. 𝑥 and 𝑦 are two different random integers
between 1 and 𝑛 (the number of job elements). 𝑝𝐵𝑖(𝑡) is the
best position of particle 𝑖 in 𝑡 iterations. 𝑔𝐵𝑖(𝑡) is the best
position of group in 𝑡 iterations.

The formula (20) includes three parts.
The first part is the updating of particle position:

𝑉𝑖 (𝑡) = 𝑤 ⊗ ℎ𝑥,𝑦 (𝑋𝑖 (𝑡))

= {
ℎ𝑥,𝑦 (𝑋𝑖 (𝑡)) rand () < 𝑤
𝑋𝑖 (𝑡) rand () ≥ 𝑤.

(21)

The second part is the adjustment of the particle 𝑝𝐵𝑖(𝑡)
based on its best position:

𝐹𝑖 (𝑡) = 𝑐1 ⊗ 𝑔 (𝑉𝑖 (𝑡) , 𝑝𝐵𝑖 (𝑡))

= {
𝑔 (𝑉𝑖 (𝑡) , 𝑝𝐵𝑖 (𝑡)) rand () < 𝑐1
𝑉𝑖 (𝑡) rand () ≥ 𝑐1.

(22)

The third part is the adjustment of the particle based on
the best position 𝑔𝐵𝑖(𝑡) in the group:

𝑋𝑖 (𝑡 + 1) = 𝑐2 ⊗ 𝑔 (𝐹𝑖 (𝑡) , 𝑔𝐵𝑖 (𝑡))

= {
𝑔 (𝐹𝑖 (𝑡) , 𝑔𝐵𝑖 (𝑡)) rand () < 𝑐2
𝐹𝑖 (𝑡) rand () ≥ 𝑐2.

(23)

rand () is a random uniform distribution number.Themean-
ing of function 𝑔(𝑉𝑖(𝑡), 𝑝𝐵𝑖(𝑡)) is the adjustment of particles
according to its best position in the 𝑖 iteration. The specific
implementation processes are as follows.

(1) When rand() ⩾ 𝑐1, 𝐹𝑖(𝑡) = 𝑉𝑖(𝑡).

(2) When rand () < 𝑐1, execute 𝑔(𝑉𝑖(𝑡), 𝑝𝐵𝑖(𝑡)). Take
𝑝𝐵
𝑡
𝑖(𝑡) as the best position in the 𝑖 iteration; 𝑛 is the

number of job elements. An integer from 1 to 𝑛 is

randomly selected tomake 𝑝𝐵𝑡𝑖(𝑡) be divided into two
sets {𝑆(1)𝑖,𝑗}, {𝑆(2)𝑖,𝑗}.

(3) An expressive method of two-dimensional particle is
adopted to update the arrangement of job elements.
𝑥1,𝑗(𝑡) express the job elements arrangement of 𝑉𝑖(𝑡)
and 𝑧1,𝑙(𝑡) expresses the new arrangement 𝐹𝑖(𝑡). Take
𝑙 = 1, 𝑗 = 1.

(4) If 𝑥1,𝑗(𝑡) ∈ 𝑆(1)1,𝑗, 𝑧1,𝑙(𝑡) = 𝑥1,𝑗(𝑡); if 𝑝𝐵𝑖(𝑡) ∈ 𝑆(2)1,𝑗,
𝑧𝑖,𝑙(𝑡) = 𝑝𝐵𝑖(𝑡), 𝑙 = 𝑙 + 1, 𝑗 = 𝑗 + 1.

(5) If 𝑙 = 𝑛, output 𝑧𝑖,𝑙(𝑡) and 𝐹𝑖(𝑡) = 𝑧𝑖,𝑙(𝑡).

(6) The formula 𝑔(𝐹𝑖(𝑡), 𝑔𝐵𝑖(𝑡)) expresses the adjustment
of particle 𝑖 according to the optimal particle 𝑔𝐵𝑖(𝑡)
in group, and specific operation is the same as the
function 𝑔(𝑉𝑖(𝑡), 𝑝𝐵𝑖(𝑡)).

(7) If the new particle𝑋𝑖(𝑡+1) can satisfy the relationship
matrix, this iteration is successful.

3.5. The Specific Steps of PSO Algorithm. The specific steps of
PSO algorithm are as follows.

(1) Algorithm initialization: set the initialization parame-
ters 𝑤, 𝑐1, 𝑐2, 𝑏1, 𝑏2, confirm the number of iterations
𝐺, and generate𝑁 initialized population.

(2) The initialization of 𝑝𝐵𝑖(𝑡) and 𝑔𝐵𝑖(𝑡): 𝑝𝐵𝑖(𝑡) is the
local optimal particle and 𝑔𝐵𝑖(𝑡) is the best particle in
𝑁 population. Take the 𝑁 population which is gen-
erated initially as 𝑝𝐵𝑖(𝑡), and calculate each particle’s
fitness according to the objective function min𝑓1 to
confirm 𝑔𝐵𝑖(𝑡).

(3) Use a part of the best particle𝑝𝐵𝑖(𝑡) instead of a part of
the carrier particle in the current iteration population
in order to ensure the diversity of population during
iteration.

(4) In𝐺 iterations, update each particle’s position accord-
ing to the particle update formula, calculate the
takt time of each particle, select these particles with
small takt time, and calculate their smoothness index.
Determine the value of the new 𝑝𝐵𝑖(𝑡) and 𝑔𝐵𝑖(𝑡)
according to the fitness functionmin𝑓1 and complete
the update of 𝑝𝐵𝑖(𝑡) and 𝑔𝐵𝑖(𝑡).

(5) End the iteration and output the result after 𝐺 itera-
tions.

The operation process of assembly line balancing problem
based on PSO algorithm is shown in Figure 3.

4. The Results of Simulation and Analysis

4.1. Operating Environment. The configuration of computer
is CPU Intel Core i7, CPU Clock Speed 2.60GHz, internal
storage 12.00GB, and windows 7 operating system. Matlab is
used to realize the PSO algorithm.
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Initialize N population, calculate the value of each particle according to the fitness function
and initialize pBi(t) and gBi(t)according to the objective function min f1

Update the arrangement of job element according to the particle updating formula,

The job element 

The iteration end

After one iteration, select those particles with smaller takt time from these new particles,

and updatepBi(t) and gBi(t)

After G iterations and output gBi(t)

Finish

Replace

Xi(t + 1)and generate new particle

arrangement of new particle 
should meet the

relationship matrix

operation

Y

N

Set parameters and initialization: w, c1, c2, b1, b2

make sure of the local and global optimal particle according to the objective function min

f1,

f1,

Figure 3: The operation process of assembly line balancing problem based on PSO algorithm.

4.2. Example 1. Take a simple assembly line with 12 job
elements and 5 stations as an example. The precedence
relations diagram is shown in Figure 4, and the relationship
matrix is shown in (24).The PSO algorithm, Manual Balance
Search algorithm, and Tabu Search algorithm are used to
optimize the assembly line and the optimization results are
compared in Table 3. The parameters used in PSO algorithm
are as follows: population𝑁 = 5; iteration number 𝐺 = 100;
𝑤 = 0.5; 𝑐1 = 0.8; 𝑐2 = 0.8; 𝑤1 = 0.5; 𝑤2 = 0.5. One has the
following:

𝑀 =

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

[

0 0 1 1 0 0 0 0 0 0 0 0

0 0 0 1 1 0 0 0 0 0 0 0

0 0 0 0 0 1 1 1 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0

]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]

]

. (24)

From Table 3, PSO algorithm has the smallest fitness
𝑓1, takt time TT, smoothness index SI, and the largest
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Figure 4: Precedence relations diagram with 12 job elements.

balance rate 𝑃, which shows the effectiveness of PSO
algorithm.

4.3. Example 2. In the APXV9R20B antenna assembly shop,
there are 8 work stations in each assembly line, and there
are 28 job elements during the assembly of antenna. The
job element of antenna assembly and standard work time
is shown in Table 4. The precedence relations diagram of
antenna relationship matrix with 28 job elements is shown
in Figure 5. The relationship matrix is in the following:
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Table 3: The comparison of assembly line balancing result in Example 1.

Station
PSO Manual Balance Search Tabu Search algorithm

Job Time 𝑇𝑗
Job Time 𝑇𝑗

Job Time 𝑇𝑗
Element 𝑗 Element 𝑗 Element 𝑗

1 1, 3 0.90 1, 2 0.6 1, 2, 4 0.70
2 2, 5, 4 0.80 3, 4 0.8 3, 6 0.70
3 8, 6 0.71 5, 6, 7 0.73 5, 8 0.90
4 10, 7 0.70 8, 9 0.87 7, 10 0.81
5 9, 11, 12 0.89 10, 11, 12 1.0 9, 11, 12 0.89

TT 0.90 1.0 0.90
P 88.8% 80% 88.8%
SI 0.1313 0.2407 0.1328
𝑓1 0.5157 0.6204 0.5164

𝑀 =

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

[

0 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]

]

. (25)

The parameters used in PSO algorithm are as follows:
population 𝑁 = 50; iteration number 𝐺 = 300; 𝑤 = 0.5;
𝑐1 = 0.8; 𝑐2 = 0.8; 𝑤1 = 0.5; 𝑤2 = 0.5.

By the optimization of PSO algorithm, Manual Balance
Search algorithm, and Tabu Search algorithm, the time and

job elements in each work station are shown in Figures 6,
7, and 8. Their assembly line balancing comparison result is
shown in Table 5.

According to Table 5, balance optimization scheme based
on PSO algorithm is the best scheme in contrast withManual
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Table 4: The job element of antenna assembly.

Operation sequence Number job element Standard work time (s)
1 Put the chassis on the assembly line and clean 3.4
2 Install the high frequency oscillator 6.96
3 Install the wall components 5.29
4 Install the input cable components 2.58
5 Install the high frequency isolation 12.13
6 Install the low frequency isolation 3.9
7 Install high frequency isolation block 4.2
8 Install low frequency oscillator 10.46
9 Low frequency cable wiring 6.12
10 High frequency cable wiring 10
11 Install low frequency ground plate 12.59
12 The high frequency oscillator cable welding to the oscillator 21.8
13 Install high frequency ground plate 12.98
14 Install the low frequency oscillator cable in place 9.29
15 Install low frequency switching 4.38
16 Low frequency cable welding and cleaning 28.29
17 Install the high frequency oscillator cable in place 8.43
18 The high frequency cable welding and cleaning 22.66
19 Place the low frequency phase shifter components 1.76
20 Place the high frequency phase shifter components 1.63
21 Install low frequency flat 6.14
22 Install high frequency flat 4.97
23 Low frequency plate welding 26.9
24 High frequency plate welding 33.43
25 Install phase shift 11.63
26 Fixed the guide box and the front panel 5.23
27 The support installation 3.07
28 Install support 7.37
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Figure 5: Precedence relations diagram with 28 job elements.

Balance Search and Tabu Search algorithm, because it has the
smallest takt time TT, smoothness index SI, and the largest
balance rate 𝑃.
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Figure 6: The optimization result of manual balance search.

5. Conclusion

The assembly line balancing problem is a key question in
the field of assembly line design and management. The PSO
algorithm is applied to solve the assembly line balancing
problem with optimization goals smoothness index SI and
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Table 5: The 28 job elements assembly balancing comparison result.

Station
PSO Manual Balance Search Tabu Search algorithm

Job Time 𝑇𝑗
Job Time 𝑇𝑗

Job Time 𝑇𝑗Element 𝑗 Element 𝑗 Element 𝑗
1 1, 5, 3, 2, 8 38.24 1, 2, 3, 4, 5, 6, 7 38.46 1, 2, 3, 4, 8, 10 38.69
2 4, 10, 12 34.38 8, 9, 10, 11 39.17 6, 7, 9, 12 36.02
3 9, 14, 15, 11 32.38 12, 13, 14 44.07 11, 13, 14 34.86
4 13, 18 35.64 15, 16, 17 41.7 15, 16, 19 35.03
5 16, 21, 19 36.79 18, 19, 20, 21, 22 37.16 17, 18, 20, 21 38.86
6 17, 20, 23 36.96 23 26.9 22, 24 38.4
7 24, 22 38.40 24 33.43 23, 25 38.53
8 7, 25, 6, 27, 26, 28 35.40 25, 26, 27, 28 27.3 5, 26, 27, 28 27.8
TT 38.40 44.07 38.86
P 93.81% 81.74% 92.70%
SI 3.035 9.988 4.491
𝑓1 20.72 27.03 21.68
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Figure 7: The optimization result of Tabu Search algorithm.
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Figure 8: The optimization result of PSO algorithm.

takt time TT. The simulation results show that the PSO
algorithm can optimize assembly line balancing problem
with the highest assembly line balance rate and the smallest
discrete conditions than the other twomethods, which shows

the effectiveness of the algorithm. However, in the PSO
algorithm, particles are easy to lose diversity and lead to
premature after several iterations. Therefore, the study of
combining PSOalgorithmwith other algorithms to overcome
the defects in the PSO algorithm is the focus of study in the
future.
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