Bearing Condition Recognition and Degradation Assessment under Varying Running Conditions Using NPE and SOM
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Manifold learning methods have been widely used in machine condition monitoring and fault diagnosis. However, the results reported in these studies focus on the machine faults under stable loading and rotational speeds, which cannot interpret the practical machine running. Rotating machine is always running under variable speeds and loading, which makes the vibration signal more complicated. To address such concern, the NPE (neighborhood preserving embedding) is applied for bearing fault classification. Compared with other algorithms (PCA, LPP, LDA, and ISOP), the NPE performs well in feature extraction. Since the traditional time domain signal denoising is time consuming and memory consuming, we denoise the signal features directly in feature space. Furthermore, NPE and SOM (self-organizing map) are combined to assess the bearing degradation performance. Simulation and experiment results validate the effectiveness of the proposed method.

1. Introduction

Bearings are among the most essential components in rotating machinery. They are frequently operated under high loading and severe conditions. And the defects often occur gradually on the bearing. In order to prevent unexpected bearing failures, many fault diagnosis methods have been explored for faults detection, such as temperature monitoring, oil analysis, and vibration analysis. Among them, vibration signal-based method has been extensively used for bearing condition monitoring. The traditional vibration signal processing methods include time domain analysis [1], frequency domain analysis (such as FFT transform and envelope demodulation [2]), and time-frequency domain analysis (such as wavelet transform [3] and WV distribution [4]). Many features can be extracted from vibration data using these methods. Feature extraction is implemented to serve as a preprocessor for the fault diagnosis and the performance assessment. The classical feature extraction methods, such as PCA (principal component analysis) [5] and LDA (linear discriminant analysis) [6], have been successfully applied in fault diagnosis.

However, PCA and LDA are preferable in applications where the data space is linear. As opposed to these techniques, some dimensionality reduction techniques were proposed for processing nonlinear data structure in recent years, such as NPE (neighbor preserving embedding) [7], LPP (locality preserving projections) [8], and ISOP (isometric projection) [9]. And these methods have been effectively used in machine condition monitoring and fault diagnosis. Yu [10] proposed a local and nonlocal preserving projection (LNPP) algorithm for machine fault diagnosis and performance prognostics. Yang et al. [11] adopted the principal manifold learning to reduce the noise of nonlinear time series. Jiang et al. [12] developed supervised Laplacian eigenmaps technique for gearbox fault classification. Li and Zhang [13] used supervised locally linear embedding projection for bearing fault diagnosis.

One of the primary difficulties in bearing condition monitoring is how to eliminate the noise influence. Generally, vibration signals are sampled as longtime series in order to improve the frequency resolution. The traditional denoising methods, like SVD (singular value decomposition) [14] and wavelet [15], are time consuming and memory consuming.
When various features are extracted from vibration data, the noise contained in the data is also transferred to the features. Therefore, we think that denoising these features directly can speed up the computation and also save the memory space.

In addition, studies of bearing fault diagnosis focused on the bearing faults under stable loading and rotational speeds, which cannot interpret the machine running conditions. The bearings were always running under variable loading and speeds, and the actual vibration signal is more complicated. How to process these complicated vibration signals is another key issue to perform bearing health assessment.

The objective of this work is to explore the effectiveness of unsupervised NPE algorithm on bearing fault diagnosis and degradation assessment. The experimental results illustrate that the proposed scheme is capable of identifying different fault modes and evaluating degradation performance.

The rest of the paper is organized as follows. Section 2 presents the basic theory of NPE algorithm briefly. In Section 3, the feature-denoising algorithm is presented and the NPE approach is used to recognize the bearing vibration signals measured under variable loading and speeds. In Section 4, NPE is combined with SOM (self-organizing map) to describe the bearing defect propagation. The conclusion in Section 5 closes the paper.

2. Neighborhood Preserving Embedding (NPE)

Locally linear embedding (LLE) does not require an iterative algorithm and just a few parameters need to be set, which leads to its application in fault diagnosis. However, the performance of the LLE is sensitive to the selection of the nearest neighbors. The NPE can avoid this disadvantage, since it is less sensitive to outliers than LLE. NPE aims at preserving the local manifold structure after dimension reduction, and it is a linear approximation of the LLE.

Given a set of $N$ samples assembled in a matrix $X = [x_1, x_2, x_3, \ldots, x_N]$, size $M \times N$, a transformation matrix $A$ can be constructed to project these $N$ samples to images assembled in a matrix $Y = [y_1, y_2, y_3, \ldots, y_N]$, size $d \times N$ ($d < \ll M$), where the $r$th column vector of $Y$ corresponds to that of $X$, respectively.

(1) Constructing an adjacency graph: calculate Euclidean distance between samples $x_i$ and $x_j$, and use $k$-nearest neighbor to construct the adjacency graph $G$. The distance $d(x_i, x_j)$ represents the edge connecting $x_i$ and $x_j$, as

$$d(x_i, x_j) = \|x_i - x_j\|.$$  

(2) Computing the weights: for each sample, it can be represented as a linear combination of the neighbors, and the weight matrix reflects the coefficients. In this step, we can compute the corresponding weight $w_{ij}$ by minimizing the following weighted cost function $\varepsilon(w)$:

$$\varepsilon(w) = \min \|x_i - \sum_{j=1}^{k} w_{ij} x_j\|^2,$$  

(3) Computing the projections and combining (4) and (5) yield the following generalized eigenvector problem:

$$X A = \lambda X X^T A.$$  

$$\varepsilon(w) = \min \|x_i - \sum_{j=1}^{k} w_{ij} x_j\|^2,$$  

where $x_i$ is the $i$th neighbor of data $x_i$. Let $(w_{i1}, w_{i2}, \ldots, w_{ik})$ be a weight vector and obtain $N$-D vector $W_i$ by adding zero for the nonneighbors. All these vectors are used to construct a matrix $W$, size $N \times N$. Equation (2) can be rewritten as

$$\varepsilon(W) = \min \|x_i - X W_i^T X W_i\|^2.$$  

Therefore,

$$\varepsilon(W) = \min \left\{ \sum_{i=1}^{N} \|x_i - X W_i^T X W_i\|^2 \right\}$$  

where $\text{tr}$ is the trace of $X W_i^T X W_i$, $I$ is an $N \times N$ identity matrix. The rest of the paper is organized as follows. Section 2 presents the basic theory of NPE algorithm briefly. In Section 3, the feature-denoising algorithm is presented and the NPE approach is used to recognize the bearing vibration signals measured under variable loading and speeds. In Section 4, NPE is combined with SOM (self-organizing map) to describe the bearing defect propagation. The conclusion in Section 5 closes the paper.
Case 1 (simulation). To describe the waveform generated by a rolling element bearing under the constant radial load with a single localized defect, the vibration signature can be expressed as (8) in [16]:

$$y(t) = y_d(t) + y_r(t) + y_c(t) + y_n(t),$$  

(8)

where $y_d$ is a series of impulses at bearing fault frequency, $y_d$ is the bearing radial load distribution, $y_r$ represents the bearing-induced resonant frequency, $y_c$ reflects the exponential decay due to damping, and $y_n$ is the noise.

The rotational speed was set at 1100 rpm, and the vibration signals were measured at a constant sampling rate 120 kHz; the duration of each vibration signal was 42 seconds. The fault frequency was placed at 133 Hz and impact amplitudes were set as 0, 1, 1.5, and 2, which represented the normal, slight, moderate, and severe fault, respectively. White Gaussian noise with SNR $= -2$ dB was added to the signal.

Case 2 (bearing conditions recognition under varying working conditions). The data used in this work were obtained from the Case Western Reserve University Bearing Data Centre [17]. All the experiments were repeated for different loading conditions: 1, 2, and 3 hp at rotational speeds ranging from 1730 rpm to 1772 rpm. The data were sampled at a rate of 48 kHz and the duration of each vibration signal was 10 seconds. Defects were introduced into the rolling element bearing at drive-end by using electrodischarge machining in the following configurations:

(i) healthy bearing being used as a baseline,

(ii) inner race defect (0.007 inch, 0.014 inch, 0.021 inch in diameter, and 0.011 inch in depth),

(iii) outer race defect (0.007 inch, 0.014 inch, 0.021 inch in diameter, and 0.011 inch in depth),

(iv) ball defect (0.007 inch, 0.014 inch, 0.021 inch in diameter, and 0.011 inch in depth).

So there are totally 10 kinds of bearing conditions, and each defect has three different levels under varying loading and speeds, and there are 600 vibration data sampled in total (60 datasets per condition). Then 20 features (including time domain and frequency domain features, as in Table 1) were extracted from the data. Therefore, the original feature data is of size ($600 \times 20$) in high-dimension space.

![Figure 1: The process of machine condition recognition and health assessment.](image)

Table 1: Bearing feature generation.

<table>
<thead>
<tr>
<th>Time domain features</th>
<th>Frequency domain features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean square</td>
<td>$A_{f_n}$ amplitude at rotating frequency $f_n$</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>$A_{2f_n}$ amplitude at $2f_n$</td>
</tr>
<tr>
<td>Mean</td>
<td>$A_{BPFI}$ amplitude at BPFI</td>
</tr>
<tr>
<td>Skewness</td>
<td>$A_{2BPFI}$ amplitude at 2BPFI</td>
</tr>
<tr>
<td>Peak value</td>
<td>$A_{BPFO}$ amplitude at BPFO</td>
</tr>
<tr>
<td>Rms</td>
<td>$A_{2BPFO}$ amplitude at 2BPFO</td>
</tr>
<tr>
<td>Waveform factor</td>
<td>$A_{FTF}$ amplitude at FTF</td>
</tr>
<tr>
<td>Crest factor</td>
<td>$A_{2FTF}$ amplitude at 2FTF</td>
</tr>
<tr>
<td>Impulse factor</td>
<td>$A_{BSF}$ amplitude at BSF</td>
</tr>
<tr>
<td>Clearance factor</td>
<td>$A_{2BSF}$ amplitude at 2BSF</td>
</tr>
</tbody>
</table>

Case 3 (bearing degradation assessment using NPE and SOM). The data under normal state and ball defects (0.007 inch, 0.014 inch, 0.021 inch in diameter, and 0.011 inch in depth) were selected to analyze the bearing degradation trend.

3.2. Simulation Results Analysis. The simulation signal under different impacts is shown in Figure 2. It can be seen that there is little difference between the normal signal and slight fault one, even the moderate fault, due to the impact of noise. As for the severe fault bearing signal, the impact amplitude is larger than those of others. Each vibration signal was divided into forty segments and the corresponding features as listed in Table 1 were extracted, and there were 160 20-D feature data sets obtained in total. The feature curves before and after denoising are shown in Figure 3. It can be observed that denoising features in the feature space can reduce the margin fluctuation of the curves, which is beneficial to the fault classification, especially for features as mean, skewness, impulse factor, clearance factor, and most of frequency features.

For verifying the generalization performance of the proposed model, 2 random subsets with 25% and 50% of the simulation data were used for training, and the rest for testing. This was aimed at examining the performance of the NPE dealing with data sets for which it was not sufficiently trained. The training dataset was used to obtain the transformation matrix $A$. Then the testing data were input into the learning machine to construct the feature subspace and used the 1NN to calculate misclassification rate. This process was repeated for 20 times, and the result was the...
Figure 2: Simulation of vibration signals under different impacts.

Figure 3: Features variation before and after denoising (BD: before denoising and AD: after denoising).
average of 20 processes. The error rate versus dimension is shown in Figure 4.

As can be seen from Figure 4(a), when 25% samples were used for training, the misclassification of unsupervised NPE is lower than that of others. In 2-dimension space, the LPP, LDA, and ISOP perform better, and their error rates are 3.912%, 4.958%, and 3.917%, respectively. In Figure 4(b), given 50% samples for training, both of algorithms can achieve good results, and the error rates of them are less than 10%. The aforementioned learning methods perform better in 2D space, and the misclassification rate of SNPE is the maximum, 9.875%. However, the performance of NPE
is stable and acceptable; the error rate is ranging from 5.792% to 6.292% (25% training samples) or 2.688%–3.125% (50% training samples). When the dimension increases, it is superior to other algorithms.

To speed up computation and save memory space, the feature samples are denoised directly using singular value decomposition (SVD). The steps of SVD for noise reduction are as follows.

1. The vibration signal \( \mathbf{X} \) can be transformed into an \( n \times m \) matrix \( \mathbf{Q} \) by using phase space reconstruction with the time delay of “one unit.” The SVD of \( \mathbf{Q} \) is a factorization of the formula \( \mathbf{Q} = \mathbf{U} \Sigma \mathbf{V}^T \), where \( \mathbf{U} \) is an \( n \times n \) real or complex unitary matrix, \( \mathbf{V}^T \) (the conjugate transpose of \( \mathbf{V} \)) is an \( m \times m \) real or complex unitary matrix, and \( \Sigma \) is a diagonal matrix of size \( n \times m \), and its diagonal values are the singular values of matrix \( \mathbf{Q} \). The singular value reflects the energy concentration between signals and noises. The greater the value is, the less influence the noise affects. Keep great values and set all the small values as zero, which will effectively improve signal-to-noise ratio and obtain a diagonal matrix \( \Sigma'\).

2. Calculate space matrix again as \( \mathbf{Q}' = \mathbf{U} \Sigma' \mathbf{V}^T \) and restore signal \( \mathbf{X}' \) to one-dimensional series after noise reduction.

After feature denoising, the learning and classification were repeated using NPE and other algorithms. The error rates of different algorithms with denoising feature samples are shown in Figure 5.

Comparing Figure 4 with Figure 5, it can be observed that denoising feature sets can depress the misclassification effectively. Both of the algorithms can achieve good results, and all the error rates are less than 4%. As can be seen from Figure 5, the performance of NPE is stable and the misclassification of NPE is the lowest of these algorithms; its error rate is ranging from 0.0833% to 0.2917% (25% training samples) and 0%–0.0625% (50% training samples). The largest error rate is of SNPE, 3.958% with 25% training samples, while that is 2.063% of LDA with 50% training samples.

3.3. Experiment Results and Discussion. Bearing datasets in Case 2 were used to validate the proposed approach in bearing condition recognition.

For verifying the generalization performance of the proposed model, 2 random subsets with 30% and 50% of the data were used for training, and the rest for testing. This process was repeated for 20 times, and the result was the average of 20 processes. The error rate versus dimension is revealed in Figure 6.

As depicted in Figure 6, the misclassification rate decreased with the dimension increasing and the training samples growing, and the supervised methods are superior to the unsupervised ones. It is obvious that the misclassification of LDA, ISOP, and SNPE is lower than those of unsupervised methods. But in reality, it is often difficult or expensive to collect labeled instances. However, unlabeled data may be relatively easy to acquire. The unsupervised learning methods are more appropriate for practical application.

The NPE achieves the 90% classification correctness (error rate 9.767%, 50% training samples) in the 4-dimension feature space. It can be seen that, for multifault classification, the dimension of feature space affects the classifying results. In 2D and 3D space, most of the methods cannot get the good classification, except for the SNAPE (error rate 9.917%, 50% training samples in 3D space).

In order to validate the feature denoising, we denoised features directly by SVD, and the results are shown in Figure 7.

Comparing Figure 6 with Figure 7, it can be observed that denoising feature sets can decrease the misclassification rate effectively. Both of the algorithms can achieve better results than those before denoising, and all the error rates are less than 10% when the dimension is more than 2. As can be seen from Figure 7, the performance of NPE is also agreeable and acceptable. The misclassification of NPE is the lowest among unsupervised algorithms (PCA, LPP, and NPE) when the subspace dimension exceeds 3, and its error rate is ranging from 4.452% to 6.381% (30% training samples) and 3.45 to 5.88% (50% training samples). Whereas in 3D feature space, it achieves the best classification result (the error rate 6.381%) with only 30% training samples involved in learning.

4. Bearing Degradation Performance Assessment Using NPE and SOM

In this section, the bearing defect propagation was investigated by using SOM. Rolling element bearings with ball defect (normal, fault size with 0.007 inch, 0.014 inch and 0.021 inch in diameter, and 0.011 inch in depth) under different loadings (1 hp, 2 hp, and 3 hp) were used to implement the degradation assessment. 240 datasets in total. Firstly, the unsupervised NPE was used for feature extraction. Then the MQE (minimum quantization error) of the SOM can be used to observe the bearing degradation trend.

SOM (self-organizing map) was developed by Kohonen [18], and it is a general unsupervised tool for clustering. It consists of neurons located on a regular, usually 2D grid of map units. And for similar samples in the input space, they can be mapped to the neighbor neurons in the output space. SOM has been proven useful in gearbox condition monitoring [19], degradation assessment of rolling element bearing [20], and so on.

In fact, it is often difficult to collect datasets which can represent the whole failure space. Meanwhile, healthy samples can be obtained relatively easy, which can be used to characterize the normal state. And the deviation from the normal feature space can reflect degradation detection. A quantitative degradation index as the MQE of SOM can be obtained by depending on distance between the normal state and the current process, which can be normalized by converting the MQE into confidence value (CV) ranging from 0 to 1. At first, only the healthy data are needed for training SOM model. The new sample is input into the model and compared with the weight vectors of all map units,
Quantization error shows how accurately the neurons of the trained network respond to the given input samples and is also the average distance between the data vector $x_i$ and the BMU (best matching unit). The MQE could be calculated according to (9), and more detail information about the algorithm can be found in [20], as follows:

$$\text{MQE}(i) = \|x_i - h_{\text{BMU}}\|,$$  

(9)
Residual variance

\[ \times 10^{-3} \]

\begin{align*}
\text{Dimensionality} & \quad 0 & 2 & 4 & 6 & 8 & 10 & 12 & 14 & 16 & 18 \\
\text{Residual variance} & \quad 2.5 & 2 & 1.5 & 1 & 0.5 & 0 & \times 10^{-3}
\end{align*}

Figure 8: Residual curve of bearing running state.

where \( h_{\text{BMU}} \) represent the BMU of healthy data, and \( x_i \) denotes the test samples.

To investigate the bearing degradation performance, we need to represent the bearing running tendency in a low dimensional space. Therefore, NPE was used to decrease the dimension of feature space. The intrinsic dimension of the original feature space describes how many variables are needed to represent the bearing running. There are two kinds of methods to estimate the intrinsic dimension. One is the eigenvalue method, such as PCA, which determines the intrinsic dimension through the number of eigenvalues greater than a given threshold; however, it failed on the nonlinear manifold. And the other is the geometric one, such as ISOMAP (isometric feature mapping), which exploits the intrinsic geometry based on the nearest neighbor distances. It provides residual error curves that can be “eyeballed” to estimate the intrinsic dimension [21], and residual variance decreases with added dimensions. The intrinsic dimension of the data can be estimated by finding the “elbow” at which the residual curve ceases to decrease significantly with dimension increases, as shown in Figure 8. It can be seen that the “elbow” point is at the place where the dimension is three. It means that the 3D subspace can be used to describe bearing running trend.

Therefore, three new features can be obtained by the NPE from the original feature sets. To eliminate the noise influence, the original features were denoised, and the variation of these features was described in Figure 9(b), in comparison with that before denoising (as shown in Figure 9(a)). It can be seen that, after feature denoising, the intraclass samples gathered together and the interclass ones were separated relatively.

A random subset with 50% of the data in Case 3 was selected for training, while the remaining for testing. At first, the NPE was trained to obtain the transformation matrix \( A \). Then the testing data were input into the learning machine to construct the feature subspace. To validate the MQE’s capability of degradation detection, SOM was firstly trained by the selected normal datasets from subspace. Then the test data in subspace was input to the learnt SOM, and the confidence value \( (\text{MQE}) \) was calculated to measure the deviation from the normal state. This process was repeated for 20 times, and the result was the average of 20 processes.

We compared the MQE of the original feature space with those of NPE feature subspace. Figure 10 shows the MQE curves of the original features, the NPE features, and the NPE features with denoising, respectively.

Comparing Figure 10(a) with Figure 10(b), it can be observed that the bearing degradation tendency can be described in the NPE subspace, validating that the intrinsic dimension is determined correctly. However, it is still unable to distinguish the ball defect BD014 (0.014 inch) from defect BD021 (0.021 inch). The confidence value of BD021 (1 hp, 1772 rpm) data is lower than that of BD014 (1 hp, 2 hp, and 3 hp), due to the noise. Even the confidence values of the same degradation state BD014 were varying greatly under different working conditions.

Therefore, the original features were denoised in order to eliminate the noise effect on vibration features, where the result was shown in Figure 10(c). It can be seen that the confidence value varies with different state obviously, especially for the moderate defect BD014 and the severe defect BD021. The worse the rolling element degraded, the bigger the confidence value \( (\text{MQE}) \) increased. At the same time, the confidence value of the same state fluctuated narrowly, especially for BD014, while the mean value of BD021 (1 hp, 1772 rpm) was almost the same as that of BD014 (3 hp, 1730 rpm). The results indicated that noise reduction facilitates a reliable rolling bearing performance prediction, and the proposed NPE-MQE can effectively assess the bearing degradation performance.

5. Conclusions
To investigate the fault recognition under varying working conditions, the NPE was adopted to perform dimension reduction and 1NN was used to classify different faults. Furthermore, the NPE and SOM were combined together for bearing degradation performance evaluation. The work in this study can be summarized as follows.

(1) Denoising features can speed up the computation, save memory space, and improve the recognition accuracy effectively, which is very helpful for fault classification.

(2) Simulation and experiment results demonstrate that the NPE is capable of extracting discriminative features, even lacking training samples. It is beneficial to both fault classification and degradation assessment.

(3) The proposed NPE-MQE method can be used to assess the bearing degradation performance, and the confidence value can depict the bearing degradation process efficaciously.
Figure 9: New features extracted by NPE.

Figure 10: The MQE variation in time.
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