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It is not easy to find marine cracks of structures by directly manual testing. When the cracks of important components are extended under extreme offshore environment, the whole structure would lose efficacy, endanger the staff’s safety, and course a significant economic loss and marine environment pollution. Thus, early discovery of structure cracks is very important. In this paper, a beam structure damage identification model based on intelligent algorithm is firstly proposed to identify partial cracks in supported beam on ocean platform. In order to obtain the replacement mode and strain mode of the beams, the paper takes simple supported beam with single crack and double cracks as an example. The results show that the difference curves of strain mode change drastically only on the injured part and different degrees of injury would result in different mutation degrees of difference curve more or less. While the model based on support vector machine (SVM) and BP neural network can identify cracks of supported beam intelligently, the methods can discern injured degrees of sound condition, single crack, and double cracks. Furthermore, the two methods are compared. The results show that the two methods presented in the paper have a preferable identification precision and adaptation. And damage identification based on support vector machine (SVM) has smaller error results.

1. Introduction

The designed life of an offshore platform is usually in 15–20 years. The maintenance cost of it is extremely expensive, but compared with its purchasing expense, it seems to be acceptable. As a result, from economic angle, it is important to evaluate the new platform, estimate residual life of existing platform, and prolong the life time of jacket platform for insuring production safety and improving production efficiency, extending lifespan and saving maintenance cost. Thus, it is necessary to provide an effective beam structure damage identification model to timely detect damage, evaluate damage degree, then verify and improve the design method of current platform, and provide references for future structure residual life assessment.

There are many literatures about the damage identification problem. Kim and Melhem [1] summarized the applications of the wavelet analysis method in system damage checking and health monitoring in mechanical and other structures. Sun and Chang [2] utilized wavelet packet transform to analyze the signal of structure measurement; besides damage index based on wavelet packet is given and combined with neural network to identify the damage. In the 1970s, Cawley and Adams [3] proposed that using vibration test data into analog neural network is a method that could be applied to detect and research material damage. Elkordy et al. [4] did structural damage detection by BP network. The research is based on the experimental data of a shaker and a simulated data of a finite element to carry out the network training. And then the paper used network after training to identify
structural damage. Pandey and Barai [5] took the replacement under static load as multilayer perceptron model's input to test and recognize the damages of steel bridge. Kirkegaard and Rytter [6] took advantage of the frequency change before and after the injury and used the BP neural network to locate the damage and identify the damage degree of steel beam. Vakil-Baghmisheh et al. [7] proposed an alternative method of material structural damage identification based on genetic algorithm. An analysis model of a cantilever beam with crack was applied to obtain the frequency of structure by numerical simulation. Chou and Ghaboussi [8] thought of the damage problem as optimization problem and solved the problem with genetic algorithms. Several freedom of static was used to measure the displacement to determine the cross-sectional area and the changes of structural elastic modulus. Other successful applications can be found in literatures [9, 10].

This paper attempts to propose a beam structure damage identification model based on intelligent algorithm to identify the crack of noncracked beam, since BP neural network and SVM have been successfully applied in solving these kinds of complex problems [11–19]. Thus, BP neural network and SVM are also applied to identify the damage degree of the beam with crack intelligently in the conditions of good, single, and double cracks.

This paper introduces beam structure damage identification models based on BP neural network and SVM, respectively. Therefore, the remainder of this paper is organized as follows. Section 2 describes beam structure damage identification models based on BP neural network and SVM, respectively. Section 3 attempted to determinate the input parameters. In Section 4, an empirical example was used to examine the effectiveness of the beam structure damage identification models. Conclusions are displayed in Section 5.

2. Beam Structure Damage Identification Model

2.1. Artificial Neural Network. Artificial network, a computer artificial intelligence, based on neural structure and physiology simulates human thinking. Modern computers specialize in calculation and quick information processing. But for the capacity of dealing with complexity (schema awareness, pattern recognition and making final decision in complex environment), modern computers are nowhere near as human. Modern computers can only implement some form of the stored-program architecture according to program edited in advance and do not have the capacity to adapt to complex environment and study in the environment. The differences between the way human brain works and the functions of computer system are great. Brain is a highly complex, nonlinear, and parallel processing system which is formed from a jumble of interconnected basic units. Though the reaction speed of brain single neuron is lower than the speed of general computer’s basic unit (logic gate), about 5 orders of magnitude, the number of neuron is huge, and every single neuron can connect with thousands or more other neurons. The brain’s speed of processing complex problems is far more quick than computer.

Therefore, human takes advantage of the characteristics of brain’s operating mechanism and organizational structure, from the perspective of emulating the brain intelligence, looking for a better way to storage and handle information. Ultimately, a new integrated information system based on new intelligent computer is constructed which is closer to human intelligence and can be used for processing complex information. In this paper, artificial neural network is used to identify the degree of damage of beam structural.

2.1.1. Neural Model. The model of neuron is shown in Figure 1. The basic unit of ANN and the basic elements are as follows.

(1) A group of related connection. The connection strength is represented by the weight given on the connection line. It is in the active state if the weight value is positive and in the suppressive state if the weight value is negative.

(2) Summation unit. It is used to require the weighted sum of a number of input signals.

(3) Nonlinear activation function. It plays the role of the nonlinear mapping and limits the output amplitude variation range of neuron. The common activation function includes segmented linear function, the threshold value function, sigmoid function, and so on.

2.1.2. BP Neural Network. BP neural network is mostly used in the beam structure damage identification. BP network algorithm consists of reverse and forward propagation. It contains hidden layer, output layer, and input layer, in which the states of neurons in each layer can only influence the neurons under them. Initially, through the process of forward propagation, the signal is transmitted from the input layer to hidden layer and calculated in the hidden layer. The results calculated in hidden layer are transmitted to output layer and outputted. The results are compared with the expected value, and the error will be corrected through the reverse propagation, that is, backtrack. The function in the hidden layer used in the process is called activation function. This process will be repeated. The weight will be changed according to the results in last layer during every reverse calculation reduce the error. When the error meets the requirement, stop the calculation.

The change of BP network connection weights has a high level of confidence. However, this algorithm is a method of
gradient descent search, so it has some inherent characteristics which are shown as follows.

(1) Slower Convergence. In dealing with complex issues, BP algorithm may need training in repetition to achieve convergence. And when the whole network reaches a certain level after training, the convergence speed of BP network will slow down to a very low level and occupy the machine for a long time.

(2) Easy to Fall into the Local Minima of Error Function. As the BP algorithm uses a gradient descent method to solve problems, the training results gradually approach the minimum of error along the curve surface of the error function. However, when training for a complex problem, its error function is always high-dimensional space surface. The training results are easy to fall into the local minimum rather than the global minimum. Therefore, although the network weights under the BP algorithm converge to a unique value, it is difficult to ensure that the error surface obtained is a global minimum solution.

(3) The Instability of System Training. The change of weight is determined by each learning rate. If the learning rate is large, it can cause the system to become unstable. In the initial training of the network, larger learning rate can obtain faster convergence rate and better error decreases. But it is limited to the early stage of training. When training reaches later period, the high-speed learning efficiency may make the correction rate of network weight too large. So in the processing of error correction, the error beyond the minimum and the system fall into the situation of never converge, making the whole system unstable.

In the classic BP algorithm, the learning rate is often set to be a constant, which largely determines the performance of the algorithm. High learning rate can improve the efficiency of the algorithm effectively but often causes excessive fluctuations in weight and makes the system not stable. Low learning rate will elongate learning time and occupy too much machine. To solve this problem, related researchers proposed a variety of adaptive learning rate methods. In this paper, competitive learning method is used to fix the entire BP neural network.

2.2. Basic Theory of Support Vector Machine. Many traditional statistical methods based on law of large numbers require large amounts of sample data to be the theoretical basis, which often do not fit with the reality. Because, in practice, the situation where the sample number is shortage is very common. The use of these methods makes it difficult to obtain satisfactory results. Thus, in the last century, Vapnik, and so forth, studied the statistical learning theory (SLT) deeply, which is a specialized method to study how to use limited number of samples for machine. The statistical inference rules of the theory only consider the asymptotic properties and can find the optimal solution under the conditions of limited information. In mid-1990s, the machine learning theory under the conditions of the limited sample was developed and applied gradually. And ultimately, a relatively complete theoretical system is formed [20].

Support vector machine (SVM) was proposed by Vapnik [21–23], which is a statistical-based learning method. SVM is based on a limited sample data and balances the reasoning ability and complexity of the model to achieve optimal results. This approach has its unique advantages in solving high-dimensional pattern recognition, nonlinear, and small sample event and can also be used in the regression analysis and so on [24].

2.2.1. The Feature of SVM. The basic features of SVM for classifying and regressing problems are as follows [25].

(1) SVM is specific for the case of limited samples. The calculated objective is to obtain the optimal solution under the existing data rather than when the samples are infinity.

(2) When the data is linear inseparability, the linearly nonseparable data in low-dimensional vector space is transited to high-dimensional vector space by non-linear transformation to make it linearly separable. The data is analyzed and calculated according to the characteristics of nonlinear part in high-dimensional vector space.

(3) To minimize the risk experience, confidence interval, and optimization of the overall results of learning machine, according to the theory of structural risk minimization, an optimal separating hyperplane must be obtained in space.

2.2.2. Principle of SVM. Generalized optimal separating hyperplane. Assume that the training data

\[(x_1, y_1), \ldots, (x_l, y_l) \in R^n, \ y \in (+1, -1)\] (1)

can be separated by a hyperplane

\[(\omega \cdot x) - b = 0\] (2)

without error. When the distance between the hyperplane and its nearest training point is maximum, the hyperplane is optimal hyperplane.

To describe the hyperplane, the following forms are used

\[\begin{align*}
(y_1 \cdot x_i) - b & \geq 1, \quad \text{if } y_i = 1, \\
(y_1 \cdot x_i) - b & \leq -1, \quad \text{if } y_i = -1.
\end{align*}\] (3)

Use the compact form of these inequalities

\[y_i \left[ (\omega \cdot x_i) - b \right] \geq 1, \quad i = 1, \ldots, l.\] (4)

It is easy to verify that the optimal hyperplane satisfies condition formula (3) and attains the following:

\[\phi(\omega) = ||\omega||^2\] (5)

minimum.
For a hyperplane,

\[(\omega^* \cdot x) - b = 0, \quad \|\omega^*\| = 1\]  \hspace{1cm} (6)

if vector \(x\) is classified according to the following form:

\[y = \begin{cases} 
1 & \text{if } (\omega^* \cdot x) - b \geq \Delta \\
-1 & \text{if } (\omega^* \cdot x) - b \geq \Delta.
\end{cases}\]  \hspace{1cm} (7)

It is called \(\Delta\) interval separating hyperplane and has the following information about \(\Delta\) collection intervals separating hyperplane of VC dimension theorem.

Nonlinear problems change from low-dimensional featurespace to high-dimensional featurespace and the optimal linear hyperplane can be obtained in this space. Similarly, with regard to the linearly inseparable problem, by the transformation of nonlinear mapping function, the input data in the low-dimensional space is converted into the high-dimensional space, so as to achieve the purpose of solving the problem. To solve the above problem in the high-dimensional feature space, it only needs to make inner product operation to kernel function \(K(x_i, x_j) = \phi(x_i) \phi(x_j)\) in original space. This is determined by the fact that there are no other operations expecting the inner product operation among the training samples of classification function and optimization functions.

Therefore, most of the nonlinear problems in original space can be transformed into a linear separable problem after space conversion, as shown in Figure 2.

However, the difficulty of transforming the nonlinear problem into a high-dimensional space is that the nonlinear mapping in this process may be very complex. According to functional theory, as long as the kernel function \(K(x_i, x_j) = \phi(x_i) \phi(x_j)\) satisfies Mercer conditions, it must correspond to the inner product of one space. For such conversion, it is not necessary to have a specific transformation process. In order to avoid complex calculations in such high-dimensional space, the kernel function \(K(x, x')\) is used to replace the dot product of optimal separating hyperplane and the problem can be solved. However, this method is based on the fact that the linear classification function does not include any other operations expecting support vector inner product of the training sample and the sample to be classified. At the same time, in the solution process, this function only takes the inner product operation to training samples. The classification function of this method in the sample space can be written as

\[f(x) = \text{sgn} \left(\sum_{i=1}^{n} \alpha_i^* y_i K(x_i, x) + b\right).\]  \hspace{1cm} (8)

The choice of kernel function needs to meet Mercer conditions, and different forms of kernel functions can produce different support vector machines (see Table 1).

### Table 1: Common kernel function.

<table>
<thead>
<tr>
<th>Kernel function</th>
<th>Expression</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear kernel function</td>
<td>(K(x_i, x_j) = x_i \cdot x_j)</td>
<td></td>
</tr>
<tr>
<td>Polynomial kernel function</td>
<td>(K(x_i, x_j) = (x_i \cdot x_j + 1)^d)</td>
<td>(d)</td>
</tr>
<tr>
<td>Radial basis function (RBF) kernel function</td>
<td>(K(x_i, x_j) = \exp(-\gamma |x_i - x_j|^2))</td>
<td>(\gamma &gt; 0)</td>
</tr>
<tr>
<td>Sigmoid kernel function</td>
<td>(K(x_i, x_j) = \tanh\left(b \cdot (x_i \cdot x_j) + c\right))</td>
<td>(b, c)</td>
</tr>
</tbody>
</table>

3. Input Parameter Determination

In the process of damage identification, when training the sample data is based on the parameters of displacement vibration models or their derivatives, whether it is artificial neural network or support vector machine, the final recognition results may produce great error and sometimes even produce disorder phenomenon, so the parameter settings must be paid attention to. Strain mode is a very sensitive parameter to injury. It has advantages of high accuracy, being easy to test, mature analytical methods, and many others. In fact, when the artificial neural network is used to train, if the accuracy of the input parameters is ensured to be high enough, the results of the degree of damage recognition must be accurate and efficient. On the contrary, if the precision is lacking, the recognition results cannot be guaranteed. Therefore, it is reasonable to select the strain mode difference parameter as the input data of support vector machine model and the neural network in this chapter. The flowchart of the two smart methods of beam structure damage identification is in Figure 3.
4. Empirical Example

A simple supported beam with localized damage is shown in Figure 4. The geometric dimensions are that the length is 400 mm, the width is 10 mm, and the height is 2 mm. The beam is used to simulate the conditions, the fourth quarter single crack across, the fourth quarter double cracks across and so on. The crack length is 1/5 of the beam width, and the crack depth is 3.125%, 6.250%, 12.500%, and 15.625% of the effective section height. The crack width is 2 mm. The modulus is 211 GPa and density is 7850 Kg/m³. The Poisson’s ratio is set to be 0.33. Eight-node SOLID45 solid element of ANSYS finite element analysis software is applied to model. Grid is divided into 25 equal parts in horizon, 16 equal parts vertically and 40 equal parts in length.

4.1. Intelligent Recognition with BP Neural Network. The training samples of BP neural network should choose continuous third strain mode difference of beam. Thus, input vector of network training is three-dimensional and the output vector is one-dimensional. They represent the damage degree of one unit. So, in order to build a three-tier network, three input layer neurons and output layer neurons are needed. Through repeated trials, when the neurons in hidden layer are 6 in the final, the training effect is optimal (speed and accuracy of training). Assuming the damage degree of beam was 3.125%, 6.250%, 12.500%, and 15.625%, the samples whose damage degree is 20% are used as test samples to verify the damage identification capability of the neural network. At the same time, the effects of noise are taken into account. Thus, random noise is added into the strain model when the damage cases were calculated. The added noise levels are 1% and 3%. The test results of the network are shown in Tables 2 and 3.

It can be seen from Table 2, when the level of noise is 1%, the effect of identification is good, while the identification errors of each unit are all small. The largest error is only 0.8% which occurred in the case 3. The recognition effect is still good when the level of noise is 3%, but the biggest error is slightly larger, reaching 1.12% which appeared in the case 3. Therefore, when the noise level is 1%, the recognition results of damage are more excellent which can be seen in Tables 4 and 5.

<table>
<thead>
<tr>
<th>Working condition number</th>
<th>Damage element number</th>
<th>Ideal result of SVM</th>
<th>Actual result of SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. 1</td>
<td>10</td>
<td>3.125%</td>
<td>3.150%</td>
</tr>
<tr>
<td>No. 2</td>
<td>10</td>
<td>6.250%</td>
<td>6.300%</td>
</tr>
<tr>
<td>No. 3</td>
<td>10</td>
<td>12.500%</td>
<td>12.520%</td>
</tr>
<tr>
<td>No. 4</td>
<td>10</td>
<td>15.625%</td>
<td>15.650%</td>
</tr>
</tbody>
</table>
Table 3: The damage identification results of single quarter crack with 3% noise level.

<table>
<thead>
<tr>
<th>Working condition number</th>
<th>Damage element number</th>
<th>Ideal result of SVM</th>
<th>Actual result of SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. 1</td>
<td>10</td>
<td>3.125%</td>
<td>3.160%</td>
</tr>
<tr>
<td>No. 2</td>
<td>10</td>
<td>6.250%</td>
<td>6.310%</td>
</tr>
<tr>
<td>No. 3</td>
<td>10</td>
<td>12.500%</td>
<td>12.540%</td>
</tr>
<tr>
<td>No. 4</td>
<td>10</td>
<td>15.625%</td>
<td>15.680%</td>
</tr>
</tbody>
</table>

Table 4: The damage identification results of double cracks with 1% noise level.

<table>
<thead>
<tr>
<th>Working condition number</th>
<th>Damage element number</th>
<th>Ideal result of SVM</th>
<th>Actual result of SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. 1</td>
<td>10</td>
<td>3.125%</td>
<td>3.180%</td>
</tr>
<tr>
<td>No. 2</td>
<td>10</td>
<td>6.250%</td>
<td>6.320%</td>
</tr>
<tr>
<td>No. 3</td>
<td>10</td>
<td>12.500%</td>
<td>12.490%</td>
</tr>
<tr>
<td>No. 4</td>
<td>10</td>
<td>15.625%</td>
<td>15.660%</td>
</tr>
</tbody>
</table>

Table 5: The damage identification results of double cracks with 3% noise level.

<table>
<thead>
<tr>
<th>Working condition number</th>
<th>Damage element number</th>
<th>Ideal result of SVM</th>
<th>Actual result of SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. 1</td>
<td>10</td>
<td>3.125%</td>
<td>3.190%</td>
</tr>
<tr>
<td>No. 2</td>
<td>10</td>
<td>6.250%</td>
<td>6.300%</td>
</tr>
<tr>
<td>No. 3</td>
<td>10</td>
<td>12.500%</td>
<td>12.460%</td>
</tr>
<tr>
<td>No. 4</td>
<td>10</td>
<td>15.625%</td>
<td>15.640%</td>
</tr>
</tbody>
</table>

Table 6: Damage degree recognition results of single crack in support vector machine.

<table>
<thead>
<tr>
<th>Working condition number</th>
<th>Damage element number</th>
<th>Ideal result of SVM</th>
<th>Actual result of SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. 1</td>
<td>10</td>
<td>3.125%</td>
<td>3.200%</td>
</tr>
<tr>
<td>No. 2</td>
<td>10</td>
<td>6.250%</td>
<td>6.290%</td>
</tr>
<tr>
<td>No. 3</td>
<td>10</td>
<td>12.500%</td>
<td>12.510%</td>
</tr>
<tr>
<td>No. 4</td>
<td>10</td>
<td>15.625%</td>
<td>15.640%</td>
</tr>
</tbody>
</table>

Table 7: Damage degree recognition results of double cracks in support vector machine.

<table>
<thead>
<tr>
<th>Working condition number</th>
<th>Damage element number</th>
<th>Ideal result of SVM</th>
<th>Actual result of SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. 1</td>
<td>10</td>
<td>3.125%</td>
<td>3.140%</td>
</tr>
<tr>
<td>No. 2</td>
<td>10</td>
<td>6.250%</td>
<td>6.280%</td>
</tr>
<tr>
<td>No. 3</td>
<td>10</td>
<td>12.500%</td>
<td>12.450%</td>
</tr>
<tr>
<td>No. 4</td>
<td>10</td>
<td>15.625%</td>
<td>15.630%</td>
</tr>
</tbody>
</table>

4.2. Intelligent Recognition with Support Vector Machine.

Assuming that the damage extent of beam is 3.125%, 6.250%, 12.500%, and 15.625%, these samples are taken as the training samples. The samples whose damage extent is 20% are used as test samples to verify the damage identification capability of this neural network. The input parameters are the strain modes difference of the first 3 structural orders. The damage recognition results are shown in Tables 6 and 7.

4.3. The Comparison of Recognition Performance between BP Neural Networks and Support Vector Machine

(1) The Comparison of Run Time. It needs at least 37 times of iterations on average that the BP neural network can achieve the specified error, while the average running time is 3 minutes and 12 seconds. The SVM requires only one minute time to achieve the results. This showed that the learning convergence speed of SVM is quick and can approximate any nonlinear function.

(2) The Contrast of Recognition Results. The difference of prediction error between SVM model and BP neural network model is less. The error has been very small in some units and did not affect the discrimination of damage elements. Through the errors of the two methods, support vector machine is slightly better than BP neural network model. This is because the support vector machine is built on the VC dimension theory and structural risk minimization principle. Its generalization ability is stronger and can effectively avoid the overlearning problems. So SVM can ensure finding the global optimal solution. Therefore, support vector machine algorithm is more accurate for solving the damage position problem of beam structural. The accuracy of recognition results for single crack and double cracks with the SVM is better than the results of BP neural network. So it is a better approach to identify the degree of injury. The average recognition accuracy of structural damage degree of the two methods is shown in Table 8.

4.4. Performance Analysis of the Identification Models Based on BP Neural Networks and SVM. The results of SVM and BP neural network are significantly better than the results of ordinary SVM or BP neural network model. Due to continuous interactive analysis and improvement, the results of the improved model are obtained from smart model. This
suggests that support vector machine model or BP neural network model can effectively remove outliers to ensure higher prediction accuracy. The computing inspiration of BP neural network is from the structure and function of biological neural network. The neurons of BP neural network are interconnected to form a group, which handles the calculation method of link information. In most cases, BP neural network is an adaptive system. Compared with BP neural network model, BP neural network algorithm is difficult to achieve satisfactory results. SVM model can identify beam structure damage better. The computational complexity of SVM depends on the number of support vectors. Support vector machines can reach the global optimum, while the BP neural network tends to fall into a local optimal solution. So support vector machine is a powerful tool to identify the degree of structural damage.

5. Conclusions

The paper expounds the basic theories of neural network and support vector machine. Using the two methods damages in local damaged beams structure is located. And the strain model differences are selected to be input parameters. In the example of a simple supported beam, the strain model differentials of sound condition, a quarter of single cracked condition, a quarter of double cracked condition, and double cracked midspan condition, are imported. The crack depths of these conditions are 3.125%, 6.250%, 12.500%, and 15.625%, respectively. The samples are taken as training samples, and 20% damage degree samples served as testing samples that verified the capacities of damage identification of support vector machine and BP neural network. Considering noise effect, the noise levels of BP neural network are added into 1% and 3%. In this paper, both of the two methods could gain a preferable identification precision and adaptation under the conditions of single crack and double cracks. And the beam structure damage identification model base on SVM is of smaller error, less operation time, and better veracity.

Thus, the main contributions of this paper to the literature can be summarized as follows. Firstly, it attempts to develop the models to identify the beam structure damage. It is expected to help to efficiently make reasonable and effective measures to reduce the harm of damage. Secondly, in order to improve the identification accuracy, the beam structure damage identification model based on support vector machine and BP neural network is used to identify the damage level. The performance of the proposed model can provide some valuable insight for researchers as well as practitioners.

Table 8: Damage degree determination accuracy of the two methods.

<table>
<thead>
<tr>
<th>Type</th>
<th>Working condition number</th>
<th>Recognition efficiency of BP neural network</th>
<th>Recognition efficiency of SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single crack</td>
<td>1</td>
<td>99.9%</td>
<td>100%</td>
</tr>
<tr>
<td>Double cracks</td>
<td>2</td>
<td>99.6%</td>
<td>99.9%</td>
</tr>
</tbody>
</table>
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