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Model updating is a common method to improve the correlation between structural dynamics models and measured data. In conducting the updating, it is desirable to match only the measured spectral data without tampering with the other unmeasured and unknown eigeninformation in the original model (if so, the model is said to be updated with no spillover) and to maintain the positive definiteness of the coefficient matrices. In this paper, an efficient numerical method for updating mass and stiffness matrices simultaneously is presented. The method first updates the modal frequencies. Then, a method is presented to construct a transformation matrix and this matrix is used to correct the analytical eigenvectors so that the updated model is compatible with the measurement of the eigenvectors. The method can preserve both no spillover and the symmetric positive definiteness of the mass and stiffness matrices. The method is computationally efficient as neither iteration nor numerical optimization is required. The numerical examples show that the presented method is quite accurate and efficient.

1. Introduction

Using finite element techniques, the undamped free vibration of a structural dynamics system can be described by the second order differential equation as

\[ M_\alpha \ddot{q}(t) + K_\alpha q(t) = f(t), \]

where \( M_\alpha, K_\alpha \in \mathbb{R}^{n \times n} \) are analytical mass and stiffness matrices, \( q(t) \) is the \( n \times 1 \) vector of positions, and \( f(t) \) is the \( n \times 1 \) vector of external force. In many practical applications, \( M_\alpha \) and \( K_\alpha \) are real-valued symmetric and positive definite, denoted by \( M_\alpha > 0 \) and \( K_\alpha > 0 \). Equation (1) is usually known as the finite element analytical model. By considering the homogeneous part of (1) and assuming that the displacement response of (1) is harmonic,

\[ q(t) = x(\omega)e^{i\omega t}; \]

then the structural eigenproblem can be written in the form:

\[ K_\alpha x_j = \lambda_j M_\alpha x_j, \quad j = 1, 2, \ldots, n, \]

where \( \lambda_j = \omega^2_j \) is the \( j \)th eigenvalue and \( x_j \) is the \( j \)th eigenvector. It is well known that the eigenvalue and eigenvector can be interpreted physically as the square of the natural frequency of vibration and the mode shape, respectively. Let

\[ \Lambda = \begin{bmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix}, \quad X = \begin{bmatrix} X_1 \\ X_2 \end{bmatrix}, \]

where \( \Lambda_1 = \text{diag}[\lambda_1, \ldots, \lambda_p] \), \( \Lambda_2 = \text{diag}[\lambda_{p+1}, \ldots, \lambda_n] \), \( X_1 = [x_1, \ldots, x_p] \), and \( X_2 = [x_{p+1}, \ldots, x_n] \). Then it is easy to see that the \( n \) columns of the matrix

\[ M_\alpha X \Lambda = K_\alpha X \]

summarise \( n \) separate eigenvalue-eigenvector relations of type (3). The most important property of the undamped vibration modes is their orthogonality with respect to mass; that is,

\[ \begin{bmatrix} X_1^T \\ X_2^T \end{bmatrix} M_\alpha \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} = I_n. \]
Substituting (6) into (5), we can obtain another orthogonality relation
\[
\begin{bmatrix}
X_1^T \\
X_2^T
\end{bmatrix} K_\alpha [X_1, X_2] = \Lambda.
\] (7)

Accurate finite element models are needed for a large number of applications such as validating innovative structural designs, evaluating the effects of earthquakes or strong winds on in-service structures, and the implementation of structural control and structural health monitoring strategies. But there are some inaccuracies or uncertainties that may be associated with a finite element model. The discretization error, arising due to the approximation of a continuous structure by a finite number of individual elements, is inherent to the finite element technique, while other inaccuracies may be due to the assumptions and simplifications made by the analyst with regard to the choice of elements, modelling of boundary conditions, joints, and so forth. Therefore, once a finite element model of a structural system is constructed, its accuracy must be tested by comparing its analytical modes of vibration (or natural frequencies and mode shapes) with those obtained from the structural system during a modal survey. If the agreement between the two is good, then more credence is given to the analytical model, and it can be used with confidence for future analysis. If the correlation between the two is poor, then, assuming that the experimental measurements are correct, the analytical model must be adjusted so that the agreement between predictions and test results is improved. The updated model may then be considered to be a better dynamical representation of the structure than the initial analytical model. The updated model can subsequently be used with reasonable accuracy to assess the stability and control characteristics and to predict the dynamical responses of the structure. The above process of correcting the system matrices is known as model updating.

In general, the measurements will be incomplete in the sense that the measurement frequency range (determined by the sampling rate) will be much shorter than that of the analytical model which might typically contain several thousand degrees of freedom. The measurements will also be spatially incomplete. This arises because the number of measurement stations is generally very much smaller than the number of degrees of freedom in the finite element model. For example, rotational degrees of freedom are usually not measured and some degrees of freedom will be inaccessible. Thus, a few eigenvalues and the corresponding eigenvectors measured only at some of the degrees of freedom can be used to adjust the analytical model parameters.

On the other hand, in conducting the updating, it is often desirable to match only the part of observed data without tampering with the other part of unmeasured or unknown eigenstructure inherent in the original model. Such an updating is said to be of no spillover. In this case assume that the matrices of part spectral information \( \Lambda_1 \in \mathbb{R}^{np} \), \( X_1 \in \mathbb{R}^{np} \) are known for the first \( p \) eigenvalues and associated eigenvectors of the original system. The remainder of the spectral properties \( \Lambda_2 \in \mathbb{R}^{(n-p)p(n-p)} \), \( X_2 \in \mathbb{R}^{np(n-p)} \) are unknown and should not be changed. No spillover is required either because these high modal data \( (X_2, \Lambda_2) \) are proven to be acceptable in the original model and engineers do not wish to introduce new vibrations via updating or because engineers simply do not know any information about these modal data.

In the past 40 years a large number of model updating methods have been developed and discussed in the literature surveys carried out by Mottershead and Friswell [1, 2]. In the early 1980s, Lagrange multiplier methods were introduced by Baruch and Bar-Itzhack [3] and Berman and Nagy [4]. These methods usually assumed that the test mode shapes \( \Phi \) and the mass matrix are correct. Then an objective function, with constraints imposed through Lagrange multipliers, is minimised in order to derive updated system matrices. The matrix mixing methods were developed by Caesar [5] and Link et al. [6]. This approach sought to combine experimental modal data with analytical ones to construct the inverses of the mass and stiffness matrices. The control-based eigenstructure assignment techniques were proposed by Zimmerman and Widengren [7] and Inman and Minas [8]. These early methods have the merits of improving the analytical structural dynamic models and are computationally efficient. However, these methods do not preserve the updated mass and stiffness matrices are symmetric positive definite and cannot guarantee that the updated model is of no spillover. Recently, assuming that the mass matrix is exact, Carvalho et al. [9] proposed a direct method for undamped model updating with no spillover. Chu et al. [10–12] considered damped model updating with no spillover. The purpose of the work presented in this paper is to develop a new direct method which can preserve both no spillover and the positive definiteness of the updated mass and stiffness matrices. Compared with the method proposed by Mao and Dai [13], we observe that the approach provided by this paper is more simple and easy to perform. The problem of updating mass and stiffness matrices simultaneously can be mathematically formulated as follows.

**Problem P.** Assume that only the part \( Y_{11} \) of the experimental eigenvector matrix \( Y_1 = [Y_{11}, Y_{12}] \in \mathbb{R}^{np} \) is measured and \( Y_{12} \) is unknown, where \( Y_{11} \in \mathbb{R}^{np} \) and \( \text{rank}(Y_{11}) = p \). Let \( \Gamma_1 = \text{diag}[y_{11}, \ldots, y_{1p}] \in \mathbb{R}^{p} > 0 \) be the measured eigenvalue matrix. Find real-valued symmetric positive definite matrices \( M \) and \( K \) such that

\[
MY_1 \Gamma_1 = KY_1, \quad MX_2 \Lambda_2 = KX_2.
\] (8)

The paper is organized as follows. In Section 2, a method is provided to handle the problem of incomplete experimental mode shapes and the incomplete part (i.e., \( Y_{12} \)) of the experimental modes which cannot be measured is supplied by means of an effective numerical procedure. In Section 3, an efficient numerical method for solving Problem P is presented. The method first updates the modal frequencies. Then, a method is presented to construct a transformation matrix \( S \). This matrix is used to correct the analytical eigenvectors so that the updated model is compatible with the measurement of the eigenvectors. In Section 4, a numerical
algorithm to acquire the solution of Problem P is described and a numerical example is provided. Some concluding remarks are given in Section 5.

2. Expansion of the Measured Mode Shapes

Lemma 1 (see [11, 14]). The equation of (8) has a symmetric solution pair \((M, K)\) if and only if there exists an invertible matrix \(L \in \mathbb{R}^{p \times p}\) such that

\[
Y_1 = X_1 L.
\]  

(9)

Now, if one lets

\[
X_1 = \begin{bmatrix} X_{11} \\ X_{12} \end{bmatrix},
\]

(10)

where \(X_{11} \in \mathbb{R}^{m \times p}\), then from (9) one has

\[
Y_{11} = X_{11} L, \quad Y_{12} = X_{12} L.
\]

(11)

As the approach in [14], let the QR factorization of \(X_{11}\) be

\[
X_{11} = [Q_1, Q_2] \begin{bmatrix} R \end{bmatrix},
\]

where \(Q\) is an \(m \times m\) orthogonal matrix and \(R \in \mathbb{R}^{p \times p}\) is an upper triangular matrix. The condition rank \(Y_{11}\) = \(p\) implies that \(R\) is nonsingular. Substituting (12) into the first equation of (11), we have

\[
Q_1^T Y_{11} = 0,
\]

(13)

\[
RL = Q_1^T Y_{11}.
\]

(14)

Hence, if the relation of (13) is satisfied, then (14) has a unique solution \(L = R^{-1} Q_1^T Y_{11}\). Substituting this relation into the second equation of (11), we have

\[
Y_{12} = X_{12} R^{-1} Q_1^T Y_{11}.
\]

(15)

Thus, the eigenvector matrix \(Y\) with full degrees of freedom can be computed:

\[
Y_1 = X_1 R^{-1} Q_1^T Y_{11}.
\]

(16)

3. The Solution of Problem P

Applying (6) and (7), we have

\[
M_a^{-1} = X_1 X_1^T + X_2 X_2^T,
\]

\[
M_a^{-1} K_a M_a^{-1} = X_1 \Lambda_1 X_1^T + X_2 \Lambda_2 X_2^T.
\]

(17)

Define the matrix \(\tilde{K}\) as

\[
M_a^{-1} \tilde{K} M_a^{-1} = X_1 \Gamma_1 X_1^T + X_2 \Lambda_2 X_2^T.
\]

(18)

From (17) and (18), we obtain

\[
\tilde{K} = K_a + M_a X_1 (\Gamma_1 - \Lambda_1) X_1^T M_a.
\]

(19)

Using (5), (6), and (19), we have

\[

\tilde{K} X = K_a X + M_a X_1 (\Gamma_1 - \Lambda_1) X_1^T M_a X
\]

\[
= M_a [X_1, X_2] \begin{bmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix} + M_a X_1 (\Gamma_1 - \Lambda_1) X_1^T M_a [X_1, X_2]
\]

\[
= M_a [X_1, X_2] \begin{bmatrix} \Gamma_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix} = M_a X \begin{bmatrix} \Gamma_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix},
\]

(20)

which implies that the model \((M_a, \tilde{K})\) possesses the eigenvalues \(\gamma_1, \ldots, \gamma_p, \lambda_{p+1}, \ldots, \lambda_n\). It follows from \(\Gamma_1 = \text{diag} [\gamma_1, \ldots, \gamma_p] > 0\) that the matrix \(\tilde{K}\), defined by (19), is symmetric positive definite. If we can find a nonsingular transformation matrix \(S\) such that

\[
S [X_1, X_2] = [Y_1, X_2],
\]

(21)

then define matrices \(M, K\) as

\[
M = (S^{-1})^T M_a S^{-1},
\]

\[
K = (S^{-1})^T \tilde{K} S^{-1} = (S^{-1})^T K_a S^{-1}
\]

(22)

+ \((S^{-1})^T M_a X_1 (\Gamma_1 - \Lambda_1) X_1^T M_a S^{-1}\).

It can be easily seen that \(M\) and \(K\) are symmetric positive definite matrices. From (21), (22), we can obtain

\[
K [Y_1, X_2] = (S^{-1})^T \tilde{K} S^{-1} [Y_1, X_2]
\]

\[
= (S^{-1})^T \tilde{K} [X_1, X_2]
\]

\[
= (S^{-1})^T M_a [X_1, X_2] \begin{bmatrix} \Gamma_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix}
\]

(23)

\[
= (S^{-1})^T M_a S^{-1} [X_1, X_2] \begin{bmatrix} \Gamma_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix}
\]

\[
= M [Y_1, X_2] \begin{bmatrix} \Gamma_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix},
\]

(24)

which implies that \(M\) and \(K\), defined by (22), are a solution of Problem P. From (21), (22), we also have

\[
[Y_1, X_2]^T M [Y_1, X_2] = (SX)^T \left((S^{-1})^T M_a S^{-1}\right) SX = I_n;
\]

(24)

that is, the orthogonality with respect to mass is also satisfied.

The following theorem will provide a sufficient and necessary condition for the existence of the nonsingular transformation matrix \(S\).

Theorem 2. There exists a nonsingular transformation matrix \(S\) such that the relation (21) holds if and only if \(X_1^T M_a Y_1\) is nonsingular.

Proof. Because \(X = [X_1, X_2]\) is nonsingular, the column vectors of \(X\) form a basis of \(\mathbb{R}^n\). Therefore, the column vectors of \(Y_1\) can be expressed as the unique linear combination of those of \(X\). That is,

\[
Y_1 = [X_1, X_2] Z
\]

(25)
for some matrix $Z \in \mathbb{R}^{m \times p}$. Let

$$Z = \begin{bmatrix} Z_1 \\ Z_2 \end{bmatrix}, \quad Z_1 \in \mathbb{R}^{m \times m}. \quad (26)$$

Then the relation of (25) is equivalent to

$$Y_1 = X_1 Z_1 + X_2 Z_2. \quad (27)$$

By (21), we can easily see that $S$ is nonsingular if and only if $[Y_1, X_2]$ is nonsingular. It follows from (27) that

$$[Y_1, X_2] = [X_1 Z_1 + X_2 Z_2, X_2] = [X_1, X_2] \begin{bmatrix} Z_1 & 0 \\ Z_2 & I_{n-m} \end{bmatrix}. \quad (28)$$

Therefore, $[Y_1, X_2]$ is nonsingular if and only if $Z_1$ is nonsingular. We observe that

$$X_1^T M_a Y_1 = X_1^T M_a (X_1 Z_1 + X_2 Z_2) = Z_1. \quad (29)$$

So, $S$ is nonsingular if and only if $X_1^T M_a Y_1$ is nonsingular. This proves Theorem 2.

Now, we are ready to solve $S$. By (21) and (17), we have

$$S [X_1, X_2] \begin{bmatrix} X_1^T \\ X_2^T \end{bmatrix} = [Y_1, X_2] \begin{bmatrix} X_1^T \\ X_2^T \end{bmatrix} \quad (30)$$

$$\iff SM_a^{-1} = Y_1 X_1^T + M_a^{-1} - X_1 X_1^T,$$

then it follows that

$$S = I_n + (Y_1 - X_1) X_1^T M_a. \quad (31)$$

Combining Theorem 2 with the relation (16), we have the following corollary.

**Corollary 3.** Problem $P$ is solvable if and only if condition (13) is satisfied. In this case, the solution of Problem $P$ is given by (22), where $S$ is given by (31).

In practice, the matrices $X_2$ and $\Lambda_2$ are usually unknown. Now, we construct the solution of Problem $P$ without using $X_2$ and $\Lambda_2$ explicitly. We should also point out that the method proposed in this paper is similar to that in [15]. That is, the framework is the same and both include three main steps: expansion of eigenvectors, updating of eigenvalues, and updating of eigenvectors. The differences between [15] and the current paper are eigenvector expansion techniques and the method of computing transformation matrix $S$ in (21).

### 4. A Numerical Example

Based on Corollary 3 we can describe an algorithm for solving Problem $P$ as follows.

**Algorithm 4.**

1. Input $M_a, K_a, \Lambda_1, X_1, \Gamma_1, Y_{11}$.
2. Partition $X_1$ as $X_1 = \begin{bmatrix} x_{11} \\ x_{12} \end{bmatrix}$, and let the QR factorization of $X_{11}$ be given by (12).
3. If condition (13) is satisfied, then continue; otherwise, Problem $P$ has no solution; stop.
4. Compute $Y_1$ by (16).
5. Compute $S$ by (31).
6. Compute the solution $(M, K)$ of Problem $P$ by (22).

**Example 1.** Consider a 10-DOF cantilever beam modelled analytically with mass and stiffness matrices given by

$$M_a = 0.03 \begin{bmatrix} 52 & 22 & 18 & -13 & 0 & 0 & 0 & 0 & 0 & 0 \\ 22 & 12 & 13 & -9 & 0 & 0 & 0 & 0 & 0 & 0 \\ 18 & 13 & 104 & 0 & 18 & -13 & 0 & 0 & 0 & 0 \\ -13 & -9 & 0 & 24 & 13 & -9 & 0 & 0 & 0 & 0 \\ 0 & 0 & 18 & 13 & 104 & 0 & 18 & -13 & 0 & 0 \\ 0 & 0 & -13 & -9 & 0 & 24 & 13 & -9 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 18 & 13 & 104 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 18 & -13 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 18 & -13 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 18 & 13 \end{bmatrix}.$$  

$$K_a = 600 \times \begin{bmatrix} 2 & 3 & -2 & 3 & 0 & 0 & 0 & 0 & 0 & 0 \\ -2 & 3 & -4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -2 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ -2 & -3 & 4 & 0 & -2 & 3 & 0 & 0 & 0 & 0 \\ 3 & 0 & 0 & -2 & -3 & 3 & 0 & 0 & 0 & 0 \\ 0 & 3 & 3 & 3 & 12 & -3 & 3 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}.$$  

$$\Lambda_1 = \text{diag} \{0.4710, 18.5145, 146.0550, 569.9851\}.$$

$$X_1 = \begin{bmatrix} 0.4364 & 0.4369 & -0.4394 & -0.4447 \\ -0.0401 & -0.1392 & 0.2301 & 0.3281 \\ 0.3166 & 0.0306 & 0.1738 & 0.2881 \\ -0.0396 & -0.1249 & 0.1386 & 0.0522 \\ 0.2013 & -0.2575 & 0.2081 & -0.1481 \\ -0.0367 & -0.0588 & -0.1112 & -0.2024 \\ 0.1003 & -0.2986 & -0.2314 & -0.1400 \\ -0.0298 & 0.0295 & -0.1189 & 0.2081 \\ 0.0279 & -0.1315 & -0.2657 & 0.3375 \\ -0.0176 & 0.0677 & 0.0914 & -0.0182 \end{bmatrix}.$$
The measured modal data are given by
\[
\Gamma_1 = \text{diag} \{0.30142, 14.626, 122.69, 493.04\},
\]
\[
Y_{11} = \begin{bmatrix}
0.7431 & 1.5119 & 1.8188 & -0.0103 \\
-0.1872 & -0.2838 & -0.1720 & 1.4176 \\
0.1955 & 0.6780 & 1.2366 & 3.0038 \\
-0.1697 & -0.2619 & -0.2484 & 0.0591 \\
-0.2081 & 0.0259 & 0.2410 & 0.2760
\end{bmatrix}.
\] (34)

It is easy to check that \(Q_1^\top Y_{11} = 2.4808 e^{-016}\). By (16), we can get
\[
Y_1 = \begin{bmatrix}
0.7431 & 1.5119 & 1.8188 & -0.0103 \\
-0.1872 & -0.2838 & -0.1720 & 1.4176 \\
0.1955 & 0.6780 & 1.2366 & 3.0038 \\
-0.1697 & -0.2619 & -0.2484 & 0.0591 \\
-0.2081 & 0.0259 & 0.2410 & 0.2760
\end{bmatrix}.
\] (35)

Using Algorithm 4, we obtain the solution of Problem P as follows:
\[
M = \begin{bmatrix}
1.7844 & 0.6679 & -0.6574 & -0.5215 & 0.8013 & 0.7375 & 2.8601 & -0.0497 & 1.2009 & -0.4243 \\
0.6679 & 0.3220 & -0.2341 & -0.3106 & 0.2620 & 0.3111 & 1.0989 & -0.0288 & 0.4190 & -0.1617 \\
-0.6574 & -0.2341 & 0.8738 & 0.2621 & 0.6148 & -0.4009 & -0.5642 & -0.1127 & -0.5506 & 0.1106 \\
-0.5215 & -0.3106 & 0.2621 & 0.8201 & 0.5613 & 0.0706 & 0.0745 & -0.3613 & 0.0591 & 0.0591 \\
0.8013 & 0.2620 & 0.6148 & 0.5613 & 7.4000 & 1.0031 & 4.7598 & -1.4315 & -0.6148 & -0.4095 \\
0.7375 & 0.3111 & 0.0706 & -0.4009 & 1.0031 & 0.9722 & 1.8612 & -0.3855 & 0.4586 & -0.1956 \\
2.8601 & 1.0989 & 0.2538 & -0.5642 & 4.7598 & 1.8612 & 8.8878 & -1.0219 & 0.5172 & -0.1096 \\
-0.0497 & -0.0288 & -0.3613 & -0.1127 & -1.4315 & -0.3855 & -1.0219 & 0.8450 & 0.1065 & -0.1481 \\
1.2009 & 0.4190 & -1.0379 & -0.5506 & -0.6148 & 0.4586 & 0.5172 & 0.1065 & 1.9446 & 0.0440 \\
-0.4243 & -0.1617 & 0.0304 & 0.1106 & -0.4095 & -0.1956 & -0.1096 & -0.1481 & 0.4400 & 0.7956
\end{bmatrix}
\],
\[
K = 1000 \times \begin{bmatrix}
1.1341 & 1.7848 & -1.0428 & 1.8284 & -0.0412 & -0.0681 & -0.0535 & 0.0647 & 0.1858 & -0.0039 \\
1.7848 & 3.5964 & -1.7637 & 1.8073 & -0.0027 & -0.0145 & -0.0071 & 0.0131 & 0.0409 & -0.0113 \\
-1.0428 & -1.7637 & 2.0411 & -0.0599 & -1.0332 & 1.9722 & 0.1999 & -0.1628 & -0.4232 & 0.0005 \\
1.8284 & 1.8073 & -0.0599 & 7.1867 & -1.7939 & 1.8258 & 0.0247 & -0.0200 & -0.0562 & -0.0002 \\
-0.0412 & -0.0027 & -1.0332 & -1.7939 & 2.2438 & -0.0812 & -1.2700 & 1.9100 & 0.2972 & -0.0112 \\
-0.0681 & -0.0145 & 1.9722 & 1.8258 & -0.0812 & 7.1195 & -1.8862 & 1.8795 & 0.2109 & -0.0020 \\
-0.0555 & -0.0071 & 0.1999 & 0.0247 & -1.2700 & 1.8862 & 2.2944 & 0.0745 & -1.0111 & 1.8020 \\
0.0647 & 0.0131 & -0.1628 & -0.0200 & 1.9100 & 1.8795 & 0.0745 & 7.1081 & -2.0490 & 1.8065 \\
0.1858 & 0.0409 & -0.4232 & -0.0562 & 0.2972 & 0.2109 & -1.0111 & -2.0490 & 1.7200 & 0.0196 \\
-0.0039 & -0.0013 & 0.0005 & -0.0002 & -0.0112 & -0.0020 & 1.8020 & 1.8065 & 0.0196 & 7.1984
\end{bmatrix}
\]. (36)

It is easy to check that
\[
\begin{align*}
M & > 0, \quad K > 0, \\
\|KY_1 - MY_1 \Gamma_1\| & = 9.6144 e - 012, \\
\|Y_1^\top MY_1 - I_4\| & = 6.6485 e - 015, \\
\|Y_1^\top K Y_1 - \Gamma_1\| & = 7.3741 e - 012.
\end{align*}
\] (37)

Therefore, the prescribed eigenvalues (the diagonal elements of the matrix \(\Gamma_1\)) and eigenvectors (the column vectors of the matrix \(Y_1\)) are embedded in the new model \(MY_1 \Gamma_1 = KY_1\), and the mass normalized orthogonality constraints are also satisfied. Furthermore, we observe that the remaining spectral data of the updated system are just about those of the original system with absolute error:
\[
\|KX_2 - MX_2 \Lambda_2\| = 2.3523 e - 010,
\] (38)
which implies that the model is updated with no spillover.

5. Concluding Remarks

An efficient model updating method is presented with incomplete modal measurement. The mode shapes are not required to be measured at all degrees of freedom. This new algorithm can incorporate the measured experimental modal data into the analytical model such that the adjusted model more closely matches the experimental results. The updating is no spillover and the updated mass and stiffness matrices are
symmetric positive definite. The proposed method is computationally efficient since it does not require computation of the complete set of eigenvalues and eigenvectors of the analytical model. The approach is demonstrated by a 10-DOF cantilever beam numerical example and reasonable results are produced.
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