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We devote this work to the discussion underpinning the derivation of eigenvalues and eigenfunction solutions for Sturm-Liouville boundary value problems. The study reveals that the parameter dependent nonstandard Sturm-Liouville boundary value problem with interior singularities may have more than two turning points. The Titchmarsh-Weyl $m$-function theory is applied here to obtain eigenfunction solutions valid for the whole interval in which pole singularities and two turning points are present. For the first time, with minimal constraints, the validity of the eigenfunction solutions are discussed when there are more than two turning points present. The eigenvalues are subsequently derived.

1. Introduction

The nonstandard Sturm-Liouville (SL) boundary value problems with interior singularities and transition points may require a refinement of some perturbation method or a completely new approach to enable us obtain eigenfunction solutions valid within the entire interval. There have been recent interest in the study of both the standard and nonstandard Sturm-Liouville boundary value problems and other similarly perturbed systems (see [1–9]). Cases where the interior singularities are simple poles or double poles with supplementary one or two turning points (transition points) have been extensively studied (see [10–16]). One method that has been shown to solve some of the SL eigenproblems with interior singularities is the Titchmarsh-Weyl $m$-function method [10,11] (we refer the reader to whom the Titchmarsh-Weyl $m$-function theory is unfamiliar to [17]). However, there has not been any presentation where these interior singularities are associated to more than two turning points which arise naturally from a nonrestricted parameter. The discussion underpinning the turning point analysis will be presented in Section 2.2. The motivation of this study is based on the fact that a typical example of a nonstandard Sturm-Liouville equation with a nonrestricted parameter occurs naturally in the high energy resonance contributing equations, which in this case happens to be the corresponding radial Schrödinger operator in $\mathbb{R}$. The fact that SL eigenproblems with interior singularities (which could either be a simple pole or a double pole singularity) could have a possibility of the presence of more than two turning points requires the introduction of a suitable constraint to enable the use of the Titchmarsh-Weyl $m$-function technique. We will now give a brief background below of the nature of this problem and in subsequent sections use this example to demonstrate how the Titchmarsh-Weyl $m$-function method can be applied to obtain eigenfunction solutions for a nonrestricted parameter dependent SL eigenproblem.

The resonance phenomenon appears in most material sciences and partly explains certain cases where structures such as bridges and buildings collapse (see [18]). Resonances are defined as poles of an analytic continuation of the quadratic form of the resolvent to the Riemann sheet through the branch cut along the continuous spectrum (see [19]). There have been studies ([20] and more recently [19]) on the investigation of resonances for the Hamiltonian operator. Asymptotic solutions to resonance equations of the Hamiltonian operator,

$$ H = -\left(\frac{1}{2}\right) \Delta - \frac{z}{r} + q(r), $$

acting on $L^2(\mathbb{R}^3)$ for $z > 0$, $r = |x| = (x_1^2 + x_2^2 + x_3^2)^{1/2}$, $x \in \mathbb{R}^3$, with appropriate conditions on a spherical symmetric
support function \( q(r) \), were presented in [19]. Eigenfunctions solutions for these operators are valid in the region \( 0 < r < b < \infty \). These solutions are singular at \( r = 0 \). On considering the operator \( H \) acting on \( \mathbb{R} \) the desired eigenfunction solutions should satisfy boundary conditions for \( r \in [a, b] \), \( a < 0 < b \) where \( a \) and/or \( b \) could be infinite. In this case the eigenfunctions solutions presented in [19] would not be valid for the entire interval because of the pole singularities at \( r = 0 \) and the behaviour of these functions (which are the Whittaker functions) as \( r \to \infty \). In this work we use the following condition on the perturbation term \( q(r) \):

\[
q(r) = \varepsilon \geq 0,
\]

and we examine the case when

\[
q(r) = \varepsilon_0 + \varepsilon r.
\]

From [19], the radial Schrödinger equation then takes the form

\[
(-H_l + E) \Psi = \left( \frac{d^2}{dr^2} + \frac{l(l+1)}{r^2} + \frac{2z}{r} - \varepsilon + \tau^2 \right) \Psi = 0,
\]

where \( \tau \) is the spectral parameter introduced in [19], such that \( E = \tau^2 \) and the Riemann sheet corresponds to the lower half plane of \( \tau \). With specification of \( q(r) \) we can maintain the definition of resonances as in Theorem 1.2 of [19] as those points \( E \) of the second Riemann sheet that can be represented in the form \( E = \tau^2 \), where \( \tau \) belongs to the lower half plane (that is \( \text{Im} \tau < 0 \)). It may be worth mentioning that even in a more simple case like the vibration of a circular membrane [18], the state of resonance is determined by the resulting radial equation. The objective of this work is not to solve the resonance equations as in [19] but to obtain eigenfunctions solutions and eigenvalues valid for the entire interval. We find that (4) has Whittaker functions as the eigenfunction solutions for \( r \in \mathbb{R}^2 \) as well as for \( r \in \mathbb{R} \), where \( r \) is finite and different from zero. However, the case for \( r \in \mathbb{R} \), with boundary conditions such that \( r \in [a, b] \) where \( a \leq 0 \leq b \), presents difficulties in obtaining the eigenfunctions solutions as highlighted above. In Section 3 we present these solutions and in Section 4 we derive the eigenvalue relations. The eigenfunction solutions will of course satisfy (4) for \( r \in \mathbb{R}^2 \) and the restricted interval \( 0 < r \leq b < \infty \).

### 2. Preliminaries and Turning Point Analysis

#### 2.1. Preliminaries with a Restricted Perturbation Term

If \( q(r) = \varepsilon \geq 0 \). Sequel to our discussion in the previous section we can rewrite (4) with the associated conditions as the following boundary value problem:

\[
L \Psi = \left( \frac{d^2}{dr^2} + \left( \tau^2 - \varepsilon \right) \frac{1}{r^2} + \frac{2zr - l}{r^2} \right) \Psi = 0
\]

(5)

\[
\Psi(a) = \Psi(b) = 0, \quad r \in [a, b] \subset \mathbb{R}, \quad a < 0 < b,
\]

(6)

where \( l = 0, 1, \ldots; z > 0, \varepsilon > 0 \) and \( \text{Im} \tau < 0 \).

The differential equation (5) has the following turning points:

\[
\rho_{1,2} = \frac{-z + \left[ z^2 + l(l+1) \left( \tau^2 - \varepsilon \right) \right]^{1/2}}{\tau^2 - \varepsilon}.
\]

(7)

The value of the angular momentum \( l \) is different from zero and \( (\tau^2 - \varepsilon) \) is complex; the turning points \( \rho_1 \) and \( \rho_2 \) are distinct (i.e., do not coincide). Therefore, the eigenfunctions solutions of (5) will be in terms of some asymptotic approximation of Whittaker functions (see [21–24]). Using the transformation

\[
x = 2i(\tau^2 - \varepsilon)^{1/2} r, \quad \Psi(r) = \Phi(x),
\]

(8)

equation (5) becomes

\[
L \Phi = \left( \frac{d^2}{dx^2} - \left[ \frac{1}{4} + \frac{iz(\tau^2 - \varepsilon)^{-1/2} + l(l+1)}{x^2} \right] \right) \Phi = 0.
\]

(9)

Consider

\[
L \Phi = \left( \frac{d^2}{dx^2} + \left[ \frac{1}{4} - \frac{k}{x} + \frac{1/4 - \mu^2}{x^2} \right] \right) \Phi = 0,
\]

(10)

whose eigenfunctions solution in terms of the \( M(\cdot) \) and \( W(\cdot) \) Whittaker functions is

\[
\Phi(x) = \alpha M_{k,\mu}(x) + \beta W_{k,\mu}(x),
\]

(11)

where \( \alpha \) and \( \beta \) are constants that would be determined. On comparison of (9) and (10), we obtain

\[
k = -iz(\tau^2 - \varepsilon)^{-1/2}, \quad \mu = l + \frac{1}{2}.
\]

(12)

From whence we may then write the solution of (5) to be of the form

\[
\Psi(r) = \alpha M_{k,\mu} \left( 2i \left[ \tau^2 - \varepsilon \right]^{1/2} r \right) + \beta W_{k,\mu} \left( 2i \left[ \tau^2 - \varepsilon \right]^{1/2} r \right),
\]

(13)

where \( k \) and \( \mu \) are as in (12). It is obvious that for \( 0 < r \leq b < \infty \) and \( \varepsilon = 0 \); \( M_{k,\mu}(\cdot) \) and \( W_{k,\mu}(\cdot) \) as presented in (13) give the two linearly independent solutions of the unperturbed equation as in [19]. However, considering an interval \( [a, b] \) that includes the double pole singularity at \( r = 0 \) and the possibility that \( a \) and/or \( b \) could be infinite results in the fact that for \( |\tau^2 - \varepsilon| \) small, the internal boundary layer in which the asymptotic series for \( M_{k,\mu}(\cdot) \) and \( W_{k,\mu}(\cdot) \) are inaccurate includes the whole interval \( [a, b] \). This is as a result of the prominence in the effect of the double pole for \( |\tau^2 - \varepsilon| \) small and the presence of the turning points that lie in the complex plane. Some of the behavioural properties of the \( M_{k,\mu}(\cdot) \) and \( W_{k,\mu}(\cdot) \) Whittaker functions are presented in [10, 25].

The method of solution we employ requires that we determine the quadrant in the complex plane on which
Figure 1: Turning points both lie in the upper half of the complex plane and two of the zeros of the eigenfunctions lie on the real axis. In Figures 1–4, $A_j$ and $A'_j$ and $j = 1, 2, 3$ are antistokes lines; $S_j$ and $S'_j$ and $j = 1, 2, 3$ are stokes lines and zeros of eigenfunctions.

Figure 2: Turning points both lie in the lower half plane and two of the zeros of the eigenfunctions lie on the real axis.

the turning points lie. Considering the resonance condition \( \text{Im} \, \tau < 0 \), which implies that either

\[
\left( \text{Im} \, \tau^2 > 0, \text{Re} \, \tau < 0 \right) \quad \text{or} \quad \left( \text{Im} \, \tau^2 < 0, \text{Re} \, \tau > 0 \right), \tag{14}
\]

and the fact that \( \tau^2 \) appears in both the discriminant and the denominator of (7) means that the turning points could lie in any of the four quadrants. Our method is applicable with the choice of branch cuts as in the theory of atmospheric and ocean waves. The locations of the turning points on the complex plane are as in the Figures 1, 2, 3, and 4. These figures also indicate the stokes lines and antistokes lines and how one of the zeros of the Whitaker function does lie on the positive real axis and the other one on the negative real axis which is essential for the boundary conditions to be satisfied.

Our method would require the use of Titchmarsh-Weyl \( m \)-function \([10, 17]\), so we shall only be interested in the turning points that are separated such that one lies in the left half of the complex plane and the other in the right half. The Titchmarsh-Weyl \( m \)-function theory for (5) with two singular points \( a, b \) requires that we choose a regular point \( c \in [a,b] \).

We then let

\[
\Psi (r; \bar{\tau}; k, \mu) = \Theta (r; \bar{\tau}; k, \mu) \Phi (r; \bar{\tau}; k, \mu). \tag{15}
\]

Denote the fundamental solution of (5), defined by

\[
\begin{bmatrix}
\Theta (c, \bar{\tau}; k, \mu) & \Phi (c, \bar{\tau}; k, \mu)
\end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \tag{16}
\]

where in this case \( \bar{\tau} = (\tau^2 - \epsilon) \). The Titchmarsh-Weyl \( m \)-function at \( r = a \) and \( r = b \) is defined, respectively, by

\[
m^- (\bar{\tau}) = \lim_{r \to a} \frac{\Theta (r, \bar{\tau}; k, \mu)}{\Phi (r, \bar{\tau}; k, \mu)}, \tag{17}
\]

\[
m^+ (\bar{\tau}) = -\lim_{r \to b} \frac{\Theta (r, \bar{\tau}; k, \mu)}{\Phi (r, \bar{\tau}; k, \mu)}.
\]

for $\text{Im} \tau \neq 0$. Both $m^{-}(\tau)$ and $m^{+}(\tau)$ are analytic functions in both $\text{Im}(\tau) > 0$ and $\text{Im}(\tau) < 0$ and obey the following relations:

\[
\begin{align*}
    m^{-}(\tau) &= m^{-}(\bar{\tau}), & \text{Im} \tau \text{ Im } m^{-}(\tau) &< 0, \\
    m^{+}(\tau) &= m^{+}(\bar{\tau}), & \text{Im} \tau \text{ Im } m^{+}(\tau) &> 0.
\end{align*}
\]

Further, if we define $\Psi^{\pm}(r, \bar{\tau}; k, \mu)$ by

\[
\Psi^{\pm}(r, \bar{\tau}; k, \mu) = \Theta(r, \bar{\tau}; k, \mu) + m^{\pm} \Phi(r, \bar{\tau}; k, \mu)
\]

(19)

then it follows that

\[
\Psi^{+}(r, \bar{\tau}; k, \mu) \in L^{2}([c, b]), \quad \Psi^{-}(r, \bar{\tau}; k, \mu) \in L^{2}([a, c]).
\]

(20)

We use the above to construct our solutions in Section 3. Before doing so we present in the proceeding subsection a turning point analysis for the nonrestricted perturbation parameter.

2.2. Turning Point Analysis for the Nonrestricted Perturbation Parameter $\varepsilon(r) = \varepsilon_{0} + \varepsilon_{1} r$. The turning point analysis for $\varepsilon(r) = \varepsilon_{0} = \varepsilon$ (notation used in the preceding and proceeding sections) would be similar to that presented in [10], so for the sake of brevity it would not be presented here. The corresponding Schrödinger equation for the spectral parameter $k$ and the perturbation parameter $\varepsilon(r) = \varepsilon_{0} + \varepsilon_{1} r$, $\varepsilon_{1} \neq 0$ is given by

\[
L\Psi = \left( \frac{d^{2}}{dr^{2}} - \frac{l(l+1)}{r^{2}} - (\varepsilon_{0} + \varepsilon_{1} r + k^{2}) \right) \Psi = 0.
\]

(21)

We rewrite this in the form

\[
\left( \frac{d^{2}}{dr^{2}} - \frac{\varepsilon_{1} r^{3} - (k^{2} - \varepsilon_{0}) r^{2} + l(l+1)}{r^{2}} \right) \Psi = 0.
\]

(22)

For $r \in \mathbb{R}$, we may consider the generalized interval $r \in (a, b)$, $a < 0 < b$, with no restrictions on $a$ and $b$. Furthermore, for the purpose of proper analysis of the turning points we will choose the boundary conditions as

\[
\Psi(a) = \Psi(b) = 0.
\]

(23)

The boundary value problems (22) and (23) have a double pole singularity, at $r = 0$, and three turning points which we now determine. The turning points are located at $r = \eta$ for which

\[
r^{3} - \frac{(k^{2} - \varepsilon_{0}) r^{2}}{\varepsilon_{1}} + \frac{l(l+1)}{\varepsilon_{1}} = 0.
\]

(24)
We make the substitution
\[ r = y + \frac{(k^2 - \varepsilon_0)}{3\varepsilon_1} \]  
(25)
to reduce (24) to the depressed cubic
\[ y^3 + \lambda y + \xi = 0, \]  
(26)
where \( \lambda = -(1/3)((k - \varepsilon_0)/\varepsilon_1)^2 \) and \( \xi = (2/27)((k^2 - \varepsilon_0)/\varepsilon_1)^3 + k(l + 1)/\varepsilon_1. \)

One of the roots of the depressed cubic is
\[ y_1 = \sqrt[3]{\frac{-\sqrt{\frac{2}{9}} + \frac{\sqrt{2}}{27} + \frac{\sqrt{2}}{9} - \frac{\sqrt{2}}{9}}{2}}. \]  
(27)
We then obtain the remaining roots as
\[ y_{2,3} = -y_1 + \frac{-4\lambda - 3y_1^2}{2}. \]  
(28)
From (24) to (28) the three turning points are as follows:
\[ \eta_1 = y_1 + \frac{k^2 - \varepsilon_0}{3\varepsilon_1}, \]  
(29)
\[ \eta_{2,3} = -y_1 + \frac{-4\lambda - 3y_1^2}{2} + \frac{k^2 - \varepsilon_0}{3\varepsilon_1}. \]  
(30)

The turning points coalesce into a single turning point when \( y_1 = (-2\lambda/3)^{1/2} \) and there are two distinct turning points if \( y_1 = (-4\lambda/3)^{1/2} \). For any other values of \( y_1 \) there will be three distinct turning points located on the complex plane.

In order to apply the Titchmarsh-Weyl m-function technique for reasons stated in Section 2.1, there should be two distinct turning points; therefore, we must have the restriction that
\[ y_1 = \left(\frac{4\lambda}{3}\right)^{1/2} = \frac{2}{3} \frac{k^2 - \varepsilon_0}{\varepsilon_1}. \]  
(31)

This provides the split intervals required for the application of the Titchmarsh-Weyl m-function theory which will be similar to that when \( \varepsilon = \varepsilon_0, \varepsilon_1 = 0 \); provided of course that one turning point lies in the left half and the other in the right half of the complex plane.

3. Eigenfunction Solutions

The analysis in Section 2 is essential for the application of the method of solutions we now provide here and in the section that follows. We will assume that the turning point \( \rho_2 \) lies in the left half plane and \( \rho_1 \) lies in the right half plane. We split the interval \([a, b]\) as follows:
\[ I_1 = [a, \rho_2^*], \quad I_3 = [\rho_2^*, 0], \quad I_2 = [0, \rho_1^*], \quad I_4 = [\rho_1^*, b], \]  
(31)
where \( \rho_j^* = \text{Re} \rho_j, \) \( j = 1, 2. \)

We obtain our solution for (5) as a linear combination of eigenfunctions for the split intervals and it turns out that the boundary conditions (6) are not necessary as they are automatically satisfied by our solution. The following theorem summarizes our first results.

**Theorem 1.** Let \( \Theta(r, \bar{\tau}; k, \mu) \) and \( \Phi(r, \bar{\tau}; k, \mu) \) be appropriate combinations of the eigenfunctions solutions of (5) with (6) for \( |\bar{\tau}| = |\tau^2 - \varepsilon| \) small such that
\[ m^+ (\bar{\tau}) = -\lim_{r \to b} \Theta(r, \bar{\tau}; k, \mu), \]  
\[ m^- (\bar{\tau}) = -\lim_{r \to 0} \Theta(r, \bar{\tau}; k, \mu), \]  
\[ n^+ (\bar{\tau}) = -\lim_{r \to 0} \Phi(r, \bar{\tau}; k, \mu), \]  
\[ n^- (\bar{\tau}) = -\lim_{r \to b} \Phi(r, \bar{\tau}; k, \mu). \]  
(32)

Then the solutions to (5) would be
\[ \Psi(r, \bar{\tau}; k, \mu) = \Theta(r, \bar{\tau}, k, \mu) \]  
(33)
where \( m^+, m^-, n^+, n^- \) are as defined in Section 2.1.

**Proof.** For convenience we suppress the \( k, \mu \) dependence of \( \Theta \) and \( \Phi. \) We start with the regular solutions \( M_{k,\mu}(2i\bar{\tau}^{1/2}r) \) and \( W_{k,\mu}(2i\bar{\tau}^{1/2}r) \) of (5) on \( I_3 \cup I_1, \) where \( \bar{\tau} = (\tau^2 - \varepsilon)^{1/2}, k = i\varepsilon(\tau^2 - \varepsilon)^{1/2}, \) and \( \mu = l + 1/2. \)

Thus we let
\[ \Theta(r, \bar{\tau}) = \alpha_0^+ M_{k,\mu}(2i\bar{\tau}^{1/2}r) + \alpha_1^+ M_{k,-\mu}(2i\bar{\tau}^{1/2}r), \]  
(34)
\[ \Phi(r, \bar{\tau}) = \beta_0^+ W_{k,\mu}(2i\bar{\tau}^{1/2}r) + \beta_1^+ W_{k,-\mu}(2i\bar{\tau}^{1/2}r). \]  
(35)

We now proceed to determine \( \alpha_0^+, \alpha_1^+, \beta_0^+, \) and \( \beta_1^+. \) Substituting (34) into (16) we obtain
\[ \Theta(r_1, \bar{\tau}) = \alpha_0^+ M_{k,\mu}(2i\bar{\tau}^{1/2}r_1) + \alpha_1^+ M_{k,-\mu}(2i\bar{\tau}^{1/2}r_1) = 1, \]  
\[ \Theta'(r_1, \bar{\tau}) = \alpha_0^+ \left\{ \frac{(1 + 2\mu - 4i\bar{\tau}^{1/2}r_1^2)}{2i\bar{\tau}^{1/2}r_1^2} \right\} M_{k,\mu}(2i\bar{\tau}^{1/2}r_1^*) + \alpha_1^+ M_{k,-\mu}(2i\bar{\tau}^{1/2}r_1^*) = 1, \]  
(36)
where \( r_1^* = \text{Re} r_1, \) \( j = 1, 2. \)
\[ + \alpha^+_1 \left\{ \frac{(1 - 2\mu - 4i\tau^{1/2} \rho_1^*)}{4i\tau^{1/2} \rho_1^*} M_{k,-\mu} \left( 2i\tau^{1/2} \rho_1^* \right) \right. \\
+ \frac{(1 - 2\mu - 2k)}{(1 - 2\mu) \left( 2i\tau^{1/2} \rho_1^* \right)^{1/2}} M_{k-1/2,\mu+1/2} \left( 2i\tau^{1/2} \rho_1^* \right) \right\} , \]

\[ = 0. \]  

From (36) we obtain the following:

\[ \alpha^+_0 = \frac{1}{Q_1} \left\{ \frac{(1 - 2\mu - 4i\tau^{1/2} \rho_1^*)}{4i\tau^{1/2} \rho_1^*} M_{k,\mu} \left( 2i\tau^{1/2} \rho_1^* \right) \right. \\
+ \frac{(1 - 2\mu - 2k)}{(1 - 2\mu) \left( 2i\tau^{1/2} \rho_1^* \right)^{1/2}} M_{k-1/2,\mu+1/2} \left( 2i\tau^{1/2} \rho_1^* \right) \right\} , \]

\[ \alpha^+_i = \frac{-1}{Q_1} \left\{ \frac{(1 + 2\mu - 4i\tau^{1/2} \rho_1^*)}{2i\tau^{1/2} \rho_1^*} M_{k,\mu} \left( 2i\tau^{1/2} \rho_1^* \right) \right. \\
+ \frac{(2\mu - 2k + 1)}{(2\mu - 1) \left( 2i\tau^{1/2} \rho_1^* \right)^{1/2}} M_{k-1/2,\mu+1/2} \left( 2i\tau^{1/2} \rho_1^* \right) \right\} , \]

\[ \beta^+_i = \frac{-1}{Q_2} \left\{ \frac{(1 + 2\mu - 4i\tau^{1/2} \rho_1^*)}{2i\tau^{1/2} \rho_1^*} W_{k,\mu} \left( 2i\tau^{1/2} \rho_1^* \right) \right. \\
+ \frac{(2k - 2\mu - 1)}{(2i\tau^{1/2} \rho_1^* )^{1/2}} W_{k-1/2,\mu+1/2} \left( -2i\tau^{1/2} \rho_1^* \right) \right\} , \]

where

\[ Q_2 = \frac{2i\tau^{1/2} \rho_1^*}{4i\tau^{1/2} \rho_1^*} W_{k,\mu} \left( -2i\tau^{1/2} \rho_1^* \right) \]

\[ \times \left\{ \frac{(1 + 2\mu + 4i\tau^{1/2} \rho_1^*)}{4i\tau^{1/2} \rho_1^*} W_{-k,\mu} \left( -2i\tau^{1/2} \rho_1^* \right) \right. \\
+ \frac{(1 + 2\mu + 2k)}{(1 + 2\mu) \left( 2i\tau^{1/2} \rho_1^* \right)^{1/2}} W_{-k-1/2,\mu+1/2} \left( -2i\tau^{1/2} \rho_1^* \right) \right\} \]

\[ + \frac{(1 - 2\mu + 2k)}{(1 - 2\mu) \left( 2i\tau^{1/2} \rho_1^* \right)^{1/2}} W_{-k-1/2,\mu-1/2} \left( -2i\tau^{1/2} \rho_1^* \right) \} . \]

Using (17) we may then find \( m^+(\tau) \) and \( m^- (\tau) \), respectively, at \( r = b \) and \( r = 0 \) as follows:

\[ m^+(\tau) = -\lim_{r \to b} \Theta (r, \tau) \] 
\[ m^- (\tau) = -\lim_{r \to 0} \Phi (r, \tau) \]

(41)

where \( \Theta \) and \( \Phi \) are as given in (34) and (35) with \( \alpha_j, \beta_j, j = 0, 1 \) as obtained in (37) to (40). From (19) we then have

\[ \Psi^+ (r, \tau) \equiv \Theta (r, \tau) + m^+ (\tau) \Phi (r, \tau) \in L^2 \left( [\rho_1^*, b] \right) \]
\[ \Psi^- (r, \tau) \equiv \Theta (r, \tau) + m^- (\tau) \Phi (r, \tau) \in L^2 \left( [0, \rho_1^*] \right) . \]

Therefore, the eigenfunctions for \( I_3 \cup I_4 \) are

\[ \Psi_+ (r, \tau) \equiv \begin{cases} \Psi^+ (r, \tau), & r \in [\rho_1^*, b] \\
\Psi^- (r, \tau), & r \in [0, \rho_1^*] \end{cases} \]

(43)

which automatically satisfy the boundary conditions at \( b \).

Now, for the interval \( I_1 \cup I_2 \), we let

\[ \Theta (r, \tau) = \alpha^0 M_{k,\mu} \left( 2i\tau^{1/2} r \right) + \alpha^0 M_{k,-\mu} \left( 2i\tau^{1/2} r \right) , \]
\[ \Phi (r, \tau) = \beta^0 W_{k,\mu} \left( 2i\tau^{1/2} r \right) + \beta^1 W_{-k,\mu} \left( 2i\tau^{1/2} r \right) . \]

(44)
Proceeding as above we obtain
\[ \alpha^-_0 = \frac{1}{Q_3} \left\{ \frac{1}{Q_3} \left\{ \frac{1}{Q_3} \left\{ \frac{1}{Q_3} \left\{ \frac{1}{Q_3} \right. \right. \right. \right. \right. \right. \]
\[ + \frac{(1 - 2\mu - 2k)}{(1 - 2\mu)(2i\pi^{1/2} \rho^*_2)} M_{k,\mu} \left( \frac{2i\pi^{1/2} \rho^*_2}{2i\pi^{1/2} \rho^*_2} \right) \]
\[ \times \left\{ \frac{1}{Q_3} \left\{ \frac{1}{Q_3} \left\{ \frac{1}{Q_3} \right. \right. \right. \right. \right. \]
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(i) that the eigenfunctions solutions are valid for
\[ \arg \left(2i\bar{\tau}^{1/2}rk\right) < 2\pi, \tag{54} \]

(ii) that
\[
\sin \left[2\sqrt{2i\bar{\tau}^{1/2}bk} - \pi \left(\mu + \frac{1}{4}\right)\right]
= \cos \left[2e^{i(1/2)\mu}2\sqrt{2i\bar{\tau}^{1/2}bk} - \pi \left(\mu + \frac{1}{4}\right)\right],
\tag{55}\]

(iii) and that
\[
\sin \left[2\sqrt{2i\bar{\tau}^{1/2}ak} - \pi \left(\mu + \frac{1}{4}\right)\right]
= \cos \left[2e^{i(1/2)\mu}2\sqrt{2i\bar{\tau}^{1/2}ak} - \pi \left(\mu + \frac{1}{4}\right)\right].
\tag{56}\]

We summarise our results in this section in the following theorem.

**Theorem 2.** The nonstandard SL eigenproblem (or the Schrödinger radial operator in $\mathbb{R}$), (5) with (6) with separated turning points, which have solutions (53) and satisfy conditions (54)–(56) have its eigenvalues given by

\[ \bar{\tau}(n) = \frac{n^4\pi^4}{8i(b + a) + 16k\sqrt{ab}} \tag{57} \]

**Proof.** The asymptotic expansions of the eigenfunctions that meet the requirement (54) are

\[
M_{k\mu} \left(2i\bar{\tau}^{1/2}r\right)
\frac{\Gamma (1 + 2\mu)}{\Gamma (1 + 2\mu)}
\sim \left(2i\bar{\tau}^{1/2}r\right)^{1/4} \pi^{-1/2} k^{-1/4-\mu} \cos \left[2\sqrt{2i\bar{\tau}^{1/2}rk} - \pi \left(\mu + \frac{1}{4}\right)\right]
\times \left\{1 + O \left(|k|^{-1/2}\right)\right\},
\]

\[
M_{-k\mu} \left(2i\bar{\tau}^{1/2}r\right)
\frac{\Gamma (1 + 2\mu)}{\Gamma (1 + 2\mu)}
\sim \left(2i\bar{\tau}^{1/2}r\right)^{1/4} \pi^{-1/2} k^{-1/4-\mu}
\times e^{\mp i\mu(1/4)} \cos \left[2e^{i(1/2)\mu}2\sqrt{2i\bar{\tau}^{1/2}rk} - \pi \left(\mu + \frac{1}{4}\right)\right]
\times \left\{1 + O \left(|k|^{-1/2}\right)\right\},
\]

where as usual $k = iz\bar{\tau}^{-1/2}$ and $\mu = l + 1/2$.

We then express the asymptotic approximation of the function $\Theta(r, \bar{\tau})$ as follows:

\[ \Theta (r, \bar{\tau}) = \alpha_0 \left(2i\bar{\tau}^{1/2}r\right)^{1/4} \pi^{-1/2}
\times k^{-1/4-\mu} \cos \left[2\sqrt{2i\bar{\tau}^{1/2}rk} - \pi \left(\mu + \frac{1}{4}\right)\right]
\times \left\{1 + O \left(|k|^{-1/2}\right)\right\}, \tag{59}\]

\[ + \alpha_1 \left(2i\bar{\tau}^{1/2}r\right)^{1/4} \pi^{-1/2} k^{-1/4-\mu}
\times e^{\mp i\mu(1/4)} \cos \left[2e^{i(1/2)\mu}2\sqrt{2i\bar{\tau}^{1/2}rk} - \pi \left(\mu + \frac{1}{4}\right)\right]
\times \left\{1 + O \left(|k|^{-1/2}\right)\right\}. \tag{59}\]

Through a careful limiting process we find that

\[ \lim_{r \to a} n^+ \Phi(r, \bar{\tau}) = \lim_{r \to b} m^+ \Phi(r, \bar{\tau}) = 0, \tag{60}\]

a result that comes in handy.

Using (60) and (59), we apply the boundary conditions at $a$ and $b$ to obtain

\[ \alpha_0 \cos \left[2\sqrt{2i\bar{\tau}^{1/2}ak} - \pi \left(\mu + \frac{1}{4}\right)\right]
\times k^{-1/4-\mu} \cos \left[2\sqrt{2i\bar{\tau}^{1/2}rk} - \pi \left(\mu + \frac{1}{4}\right)\right]
\times \left\{1 + O \left(|k|^{-1/2}\right)\right\}, \tag{61}\]

\[ + \alpha_1 e^{\pm i\mu(1/4)} \cos \left[2e^{i(1/2)\mu}2\sqrt{2i\bar{\tau}^{1/2}ak} - \pi \left(\mu + \frac{1}{4}\right)\right]
\times \left\{1 + O \left(|k|^{-1/2}\right)\right\} = 0, \tag{61}\]

By employing the conditions in (55) and (56), we obtain from (61) that

\[ \sin \left[2\sqrt{2i\bar{\tau}^{1/2}bk} - 2\sqrt{2i\bar{\tau}^{1/2}ak}\right] = 0. \tag{62}\]

Thus, the eigenvalues $\bar{\tau}(n)$ may be expressed as

\[ \bar{\tau}(n) = \frac{n^4\pi^4}{8i(b + a) + 16k\sqrt{ab}} \tag{63} \]

where $n$ is the mode number. The eigenvalues are complex, which is consistent with the fact that $\bar{\tau}$ in the radial Schrödinger equation is complex. This result as expected is similar to the result obtained in [11] since the perturbation term $\epsilon$ which is an integral part of $\bar{\tau}$ is independent of $r$. 

\[ \square \]
5. Concluding Remarks

The boundary value problem with interior singularities and turning points for which resonance equations result may be represented as nonstandard Sturm-Liouville eigenproblems. With the asymptotic expansions of the eigenfunctions solutions for \( r \in \mathbb{R}^3 \) being the same for \( r \in \mathbb{R} \), we have in this paper presented solutions valid for an unrestricted interval. The three turning points analysis presented here when the perturbation term \( \varepsilon \) is a function of \( r \) demonstrate the applicability of the method in these cases. The beauty of this split interval technique which employs the use of the Titchmarsh-Weyl \( m \)-function theory is that eigenfunctions solutions could also be obtained for the nonstandard perturbation term \( q(r) = \varepsilon_0 + \varepsilon_1 r \) which happens to have three turning points provided one of these turning points coalesce with another, thus permitting us to use the branch cuts as in the theory of atmospheric and oceanic waves.
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