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Abstract. 
The tendency of labor turnover in the Chinese enterprise shows the characteristics of seasonal fluctuations and irregular distribution of various factors, especially the Chinese traditional social and cultural characteristics. In this paper, we present a coupled model for the tendency prediction of labor turnover. In the model, a time series of tendency prediction of labor turnover was expressed as trend item and its random item. Trend item of tendency prediction of labor turnover is predicted using Grey theory. Random item of trend item is calculated by artificial neural network model (ANN). A case study is presented by the data of 24 months in a Chinese matured enterprise. The model uses the advantages of “accumulative generation” of a Grey prediction method, which weakens the original sequence of random disturbance factors and increases the regularity of data. It also takes full advantage of the ANN model approximation performance, which has a capacity to solve economic problems rapidly, describes the nonlinear relationship easily, and avoids the defects of Grey theory.


1. Introduction
New classical economists are sticking to a fundamental assumption: the social and economic phenomenon can be predicted. The mathematical model can predict the long-term trend of the economic problem development and help rational decision-makers to achieve rapid development [1–3]. Due to the effect of social and economic cyclical, demographic characteristics and the causes of work-life balance, the human resource is one of the most unstable productive factors in enterprises [4, 5]. The mathematical model is needed to establish a set of index systems and analysis method. By the model we can find the inner logic and relatively stable structure of employee turnover, analyze the trend of human resource flow, identify potential crisis, shorten the difference time between searching and using the labor, reasonable plan, and control the strategy combination of human resource, as well as deposit the completion of sustainable productive tasks in enterprises [6–8]. Many models and technologies for forecasting the trends of economic problem, such as Grey model (GM), artificial neural network (ANN), time series analysis, and the combination model, were developed in the past years. However, the predictive models do not meet the practical conditions with the characteristics of random and complex, nonlinear and volatility, as well as localization and contextualized [9, 10]. In this paper, the combinative model of grey model and artificial neural network (CM) is used to handle the Chinese enterprise employee flowing data and predict the current trend of Chinese enterprise employee.
In this work, the following aspects will be explained and analyzed: (1) designing concrete model to provide key indicators for economic data with characteristic of time series, which can be used to track the trend, change, and mutant of economic phenomenon. The model can explain the relationship between the current and previous data in economic problems and focus on the change in a specific period; (2) analyzing the annual turnover rate and the details and trends of annual turnover flow, and identifying or expecting the shortage or excess of employee number by the application of the model. Thus, it can provide the basis of hiring, allocating, or dismissing employee for rational decision makers. The rational decision makers can better control cost and comply with budget constraints.
The core of these methods is to establish the appropriate forecasting model. Because of the complexity of time series and the nonlinear characteristics of the tendency prediction system, it is difficult to establish the ideal forecast model. In addition, the given uncertain tendency prediction is a chaotic system, so the pursuit of the prediction of long-term development and evolution of tendency prediction is unrealistic, but the prediction of short-term behavior of their degree is possible.
Therefore, a short-term ideal forecast model should meet two conditions: (i) a theory that can predict time series, (ii) the advantages of a theory that are modeling of nonlinear functions, and good performance in noisy environments. However, it is difficult to find a theory to meet the two conditions. It is possible to establish a model based on the two theories. Grey theory has been successfully used to predict time series. ANN, Random Forest, Support Vector Machine, BP Neural Network, Uncertainty Measurement, and Bayes methods are also used to solve nonlinear problems [11–16]. In the work, the ANN was selected to fit the nonlinear performance of the labor turnover, since the major advantages of an artificial neural network (ANN) are [12, 17] fast training, modeling of nonlinear functions, and good performance in noisy environments that gives enough data.
We present a coupled model of Grey model and artificial neural network for predicting tendency prediction of labor turnover [18]. In this model, a time series of tendency prediction of labor turnover was expressed as trend item and its random item. The trend item of tendency prediction of labor turnover is predicted with Grey theory. Random item of trend item is calculated by ANN. The model uses the advantages of “accumulative generation” of a Grey prediction method, which weakens the original sequence of random disturbance factors and increases the regularity of data. It also takes full advantage of the ANN model approximation performance because it has fast solving speed and can describe the nonlinear relationship easily and avoid the defects of Grey theory [19–22].
2. Methodology
2.1. Brief Mathematical Explanation of an Artificial Neural Network
Neural network models in artificial intelligence are usually referred to as artificial neural networks (ANNs) [12, 17]; these are essentially simple mathematical models defining a function or a distribution, but sometimes models are also intimately associated with a particular learning algorithm or learning rule. A common use of the phrase ANN model really means the definition of a class of such functions (where members of the class are obtained by varying parameters, connection weights, or specifics of the architecture such as the number of neurons or their connectivity).
Models. The models presented in this section appear fairly difficult mathematically. However, they eventually boil down to just multiplication and addition. The use of matrices and vectors simplifies the notation but is not absolutely required for this application. 
Neuron Model. A model of a neuron has three basic parts: input weights, a summer, and an output function. The input weights scale values used as inputs to the neuron, the summer adds all the scaled values together, and the output function produces the final output of the neuron. One additional input, known as the bias, is often added to the system. If a bias is used, it can be represented by a weight with a constant input of one. This description is laid out visually in Figure 1.




	
		
	


	
		
	


	
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
		
	
	
		
	


	
		
			
		
	



Figure 1: Neuron model.
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When artificial neurons are implemented, vectors are commonly used to represent the inputs and the weights so the first of two brief reviews of linear algebra is appropriate here. The dot product of two vectors 
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Using this notation the output is simplified to 
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Neuron Layer. In a neuron layer each input is tied to every neuron and each neuron produces its own output. This can be represented mathematically by the following series of equations:
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Neural Network. A neural network is simply a collection of neuron layers where the output of each previous layer becomes the input to the next layer. So, for example, the inputs to layer two are the outputs of layer one. In this exercise we are keeping it relatively simple by not having feedback (i.e., output from layer 
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2.2. GM-ANN Model
In this model, a time series of tendency prediction of labor turnover was expressed as trend item and its random item. Trend item of deformation, which is related by time, is predicted with Grey theory [22]. Random item of trend item, which is a complex nonlinear sequence, is calculated by ANN [18]. We resolve a time series of tendency prediction of labor turnover 
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 satisfied ANN model. The architecture of a basic ANN model is shown in Figure 2. The model has three layers: input, summation, and output with the weighted connections between the inputs and the summation layers.










	
		
		
			
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
	
	
		
		
	
	
		
	


	
		
	


	
		
	


	
		
	
	
		
		
	
	
		
	


	
		
			
		
	



Figure 2: Architecture of ANN.


The model used for the present study has two input nodes (spatial coordinates), 
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) summation nodes and one output nodes. The function of the input layer is to pass forward the activity patterns presented to the network to all nodes in the pattern layer. The nodes in the pattern layer perform a nonlinear transformation of the input patterns. When a new vector 
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 is entered into the network, it is subtracted from the stored weight vector representing each cluster centre [23]. Based on the above theories in this paper, we produce a program of ANN model using MATLAB 2011a. Applied steps of the program are as follows: (i) according to the measured data of tendency prediction of labor turnover, the predicted sequence is obtained using the established GM (1,1) model part of the program; (ii) In the ANN model, the predicted sequence and time can be selected as input variables, the measured data of tendency prediction of labor turnover can be selected as expected variables. The ANN model is trained to predict the tendency prediction of labor turnover according to the time and Grey prediction. As the smooth factor affects network performance, it is needed to keep trying to determine the best value; (iii) if we want to know the the measured data of tendency prediction of labor turnover in a future month, we will get the accurate predicted value after only entering the required time into the well-established ANN model. Then it will serve scientific and reasonable decision makers.
3. Establishing Models and Discussions
This model is based on data from the Chinese enterprise A. Enterprise A is relatively matured and stable economies. Its business develops steadily in the process of the rapid expansion of the Chinese economy. This study used two years of data of enterprise A (specific as shown in Tables 1 and 2). The data is a mapping of staff flow trend in the Chinese enterprises in recent years. The data follow the two aspects of the law: a law of time series data is followed; and the nonlinear relationship between the data. On the basis of GM (1,1) models (i.e., model 1, model 2, model 3, and model 4), the optimized models based on ANN of GM (1,1) (i.e., coupling model 1, coupling model 2, coupling model 3, and coupling model 4) are obtained.
Table 1: Data of turnover of employees from the Chinese A enterprises in 2011.
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Table 2: Data of turnover of employees from the Chinese A enterprises in 2012.
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				𝑡
			

		
	
)
	 	1	2	3	4	5	6	7	8	9	10	11	12
	

	(1) Entry, 
	
		
			

				𝑥
			

		
	
(
	
		
			

				𝑡
			

		
	
)	6	12	9	5	4	0	2	0	1	2	8	7
	(2) Exit, 
	
		
			

				𝑦
			

		
	
(
	
		
			

				𝑡
			

		
	
)	0	22	16	9	5	5	13	16	11	8	13	5
	



The GM model of entry number for employees in 2011, the GM model of exit number for employees in 2011, the GM model of entry number for employees in 2012, and the GM model of exit number for employees in 2012 were obtained as 
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GM often only considers time series, which is used to increase exponential time betrayal. Apparently the reality of the economic data is more complex, although the time series and nonlinear data can be considered together. Considering the complexity of the Chinese employee turnover trend, it is necessary for time series and nonlinear to fit the method in model building. Therefore, according to the GM (1,1) time series model is established, and the ANN was used to modify the GM (1,1) models.
The calculated results of 2–11 months with GM, CM, and observations are shown in Figure 3. The predicted result of December is listed in Table 3, and the errors were discussed. Figure 3(a) shows the results of CM for months 2, 4, 5, 7, 9, 10, and 11 that are consistent with observations, and the errors are smaller than the results of GM. The errors of results for months 3 and 6 by GM are smaller than that of CM. Figure 3(b) shows that results of CM for months 1, 2, and 9 are not well consistent with observations, but the average errors are smaller than the results of GM. Figure 3(c) shows that results of CM for months 3, 4, 5, 6, 7, 9, 10, and 11 are well consistent with observations, and the errors are smaller than the results of GM. The errors of results for months 2 and 8 by GM are smaller than that of CM. Figure 3(d) shows that results of CM for months 2, 3, 4, 5, 6, 9, and 11 are well consistent with observations, and the errors are smaller than the results of GM. The errors of results for months 2, 7, 8, and 10 by GM are smaller than that of CM. Table 3 shows that errors of predicted results for entry in 2011, quit in 2011, and quit in 2012 by CM are smaller than that of GM. The CM is failed to predict the entry in 2012. From above analysis, it can be clearly seen that the average accuracy of CM is smaller than that of GM, which has demonstrated that the proposed CM can analyze the tendency prediction of labor turnover, though there still exist some errors in CM.
Table 3: Predicted results of December.
	

	 	Entry in 2011	Quit in 2011	Entry in 2012	Quit in 2012
	

	Observation	0	8	7	5
	GM	1.17815	8.79513	1.35858	8.60282
	Error	−1.17815	−0.79513	5.64142	−3.60282
	CM	1	7.5691932	7.8233	5.83
	Error	−1	0.4308068	−0.8233	−0.83
	





































































	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
		
	


	
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
	




	
		
		
		
		
		
		
		
		
		
		
		
		
	




	
		
		
	




	
		
		
	

(a) Comparisons of entry number in 2011




	
		
		
		
		
		
		
		
		
		
		
		
		
	




	
		
		
	




	
		
		
	


































































	
		
	


	
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
		
	


	
		
		
	


	
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
	

(b) Comparisons of quit number in 2011




	
		
		
		
		
		
		
		
		
		
		
		
		
	




	
		
		
	




	
		
		
	


































































	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
		
	


	
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
	

(c) Comparisons of entry number in 2012




	
		
		
		
		
		
		
		
		
		
		
		
		
	




	
		
		
	




	
		
		
	


































































	
		
	


	
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
		
	


	
		
		
	


	
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
	

(d) Comparisons of quit number in 2012
Figure 3: Results and comparisons of entry and quit number.


4. Conclusions
In the present work, a coupling model with use of the GM and ANN is presented. The aim of the present study was to develop a reliable model for the problem of tendency prediction of labor turnover. According to the existing data of the enterprise, the predicted sequence is obtained using the established GM (1,1) model in that part of the program. In part of general regression neural network model, predicted sequence and time are input variables; the existing data is expected variables. The ANN model is trained to predict tendency prediction of labor turnover. The model is applied to the data of 24 months in a Chinese matured enterprise. It shows that the approximation error of the proposed model is small. Results show that the proposed model has a capacity to solve economic problems rapidly, which can describe the nonlinear relationship easily and can avoid the defects of Grey theory.
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