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This paper is concerned with a new filtering problem in networked control systems (NCSs) subject to limited communication capacity, which includes measurement quantization, random transmission delay, and packets loss. The measurements are first quantized via a logarithmic quantizer and then transmitted through a digital communication network with random delay and packet loss. The three communication constraints phenomena which can be seen as a class of uncertainties are formulated by a stochastic parameter uncertainty system. The purpose of the paper is to design a linear filter such that, for all the communication constraints, the error state of the filtering process is mean square bounded and the steady-state variance of the estimation error for each state is not more than the individual prescribed upper bound. It is shown that the desired filtering can effectively be solved if there are positive definite solutions to a couple of algebraic Riccati-like inequalities or linear matrix inequalities. Finally, an illustrative numerical example is presented to demonstrate the effectiveness and flexibility of the proposed design approach.

1. Introduction

State estimation has long been a significant interesting problem in the control and information fields. In recent years, with technological advances in MEMS, DSP capabilities, computing, and communication technology, networked control systems (NCSs) are built massively, in which sensors, actuators, and controllers are not physically collocated [1, 2]. Hence, there are various uncertainties caused by limited communication capacity when exchanging information via a digital communication network [3–5]. With NCSs becoming more and more popular in various applications, state estimation problem with limited communication capacity has attracted recurring interests. Generally, there are three important issues that should be addressed for communication-based systems, that is, signal transmission delay, packet loss, and quantization effect. For example, the packet loss has been described by the binary Bernoulli distribution approach [6, 7] as well as Markovian jump approach [8], packet delay has been investigated as constant delay [9] and bounded delay [5] along with unbounded packet delay [10], and the quantization has been dealt with via a sector bound approach where the quantization errors are regarded as a class of uncertainties [11]. However, the aforementioned pieces of literature still suffer from some limitations such as the fact that most results only investigate one or two aspects of the communication issues mentioned above, especially quantization effect has been paid little attention in network-based system; some papers are concentrated on controller design problem, while state estimation problem has been neglected, which is equally important in applications and so on.

For networked environment, much effort has been made towards proposing useful alternative methods in different contexts [6, 8, 10, 12–15], among which \( H_{\infty} \) filtering and robust filtering approaches are prominent to improve the robustness. Generally, there are two popular approaches used to design a robust filter, that is, Riccati equations approach [16, 17] and linear matrix inequalities approach [18]. However, in some practical engineering such as the tracking of a maneuvering target, the filtering performance requirements are described as the upper bounds in the error variances of estimation, that is, the steady-state error variance is not required to be the minimum but should not be more than
the specified upper bound constraint. Based on the error covariance assignment (ECA) theory [19], which provided a closed form solution for directly placing the specified steady-state estimation error covariance to a linear system, variance-constrained filtering method has been developed and applied to some more realistic system. For example, sampled-data system was studied in [20] and bilinear systems in [21]. In [7, 22], Wang et al. considered the filtering problem for linear uncertain discrete-time system with missing measurements and randomly varying sensor delay, respectively. However, quantization effect and transmission delay or packet dropouts were neglected.

In this paper, we investigate the filtering problem for discrete-time system in networked control systems (NCSs) subjected to limited communication capacity including the three aspects previously discussed. Through transmitting the communication limitations into a stochastic uncertainty system representation, variance-constrained filter problems are considered. It is shown that the filtering can effectively be derived if there are positive definite solutions to a couple of algebraic Riccati-like inequalities or linear matrix inequalities. Relative to the traditional optimal robust or \( H_\infty \) filtering, for variance-constrained filtering approach, there still remains much freedom to be used for achieving other desired performance requirements after assigning to the system a specified variance upper bound. An illustrative numerical example is used to demonstrate the usefulness and flexibility of the proposed design approach.

The rest of this paper is arranged as follows. In Section 2, the robust filter design problem for discrete-time systems with communication limitations is formulated. Some preliminary results are given in Section 3, and the solution of this problem is developed in Section 4. In Section 5, the effectiveness of the proposed theory is demonstrated by an illustrative example. Some concluding remarks and future research directions are drawn in Section 6.

2. Problem Formulation and Preliminaries

Consider the following linear discrete-time stochastic system:

\[
\begin{align*}
\bar{x}(k+1) &= \bar{A}\bar{x}(k) + \bar{B}w(k), \\
z(k) &= \bar{C}\bar{x}(k) + \bar{v}(k),
\end{align*}
\]  

(1)

where \( \bar{x}(k) \in \mathbb{R}^n \) is the state vector, \( z(k) \in \mathbb{R}^m \) is the measured output vector, and \( w(k) \in \mathbb{R}^n \) and \( \bar{v}(k) \in \mathbb{R}^m \) are the process noise and measurement noise, respectively. \( \bar{A}, \bar{C}, \) and \( \bar{B} \) are known real constant matrices with appropriate dimensions.

We make the following assumptions on the statistical properties of the initial state, process noise, and measurement noise, which are also standard in Kalman filtering.

**Assumption 1.** For all integers \( k, l \geq 0 \),

1. \( E[\bar{x}(0)] = E[w(k)] = E[\bar{v}(k)] = 0 \),
2. \( E[\bar{x}(0)\bar{x}^T(0)] = \bar{P}(0) \),

(3)

\[
E \left\{ \begin{bmatrix} w(k) \\ \bar{v}(k) \end{bmatrix} \begin{bmatrix} w^T(l) \\ \bar{v}^T(l) \end{bmatrix} \right\} = \begin{cases} I_{m,n} & \text{for } k = l, \\ 0 & \text{for } k \neq l. \end{cases}
\]  

(2)

We point out that if \( w(k) \) and/or \( \bar{v}(k) \) are colored noises with known statistics, they can be pretrained.

Furthermore, throughout the paper, the following assumption is made.

**Assumption 2.** The matrix \( \bar{A} \) is Schur stable (i.e., all eigenvalues of \( \bar{A} \) are located within the unit circle in the complex plane).

As aforementioned analysis, generally, three effects need to be taken into consideration: measurement quantization, packet transmission delays, and packet loss. We model them mathematically as follows.

(i) Measurement Quantization. It is assumed that the sampled measurements of \( z(k) \) are first quantized via a quantizer, encapsulated into a packet, and then transmitted through a digital communication network. In this paper, we consider the logarithmic quantizer. According to [3, 23, 24], the quantizer is denoted as \( f(\cdot) = [f_1(\cdot) \ f_2(\cdot) \ \cdots \ f_p(\cdot)] \), which is symmetric; that is, \( f_j(v) = -f_j(-v), \ j = 1, \ldots, p \). For each \( f_j(\cdot) \), the set of quantized levels is characterized by

\[
\Psi_j = \left\{ \pm \phi_j^{(i)}, \phi_j^{(i)} = \rho_j \phi_p^{(0)}, \ i = \pm 1, \pm 2, \ldots \right\} \cup \left\{ \pm \phi^{(0)} \right\} \cup \{0\},
\]  

(3)

where \( \sigma_j = \frac{1}{1 + \rho_j} \).

Then, we have

\[
y^q(k) = f(z(k)) = (I + \Lambda(k))z(k),
\]  

(6)

where \( y^q(k) \) denotes the measurements after quantization, and

\[
\Lambda(k) = \text{diag} \{ \Lambda_1(k), \Lambda_2(k), \ldots, \Lambda_p(k) \},
\]  

\[
\Lambda_j(k) = \begin{bmatrix} -\sigma_j & \sigma_j \end{bmatrix}, \ j = 1, \ldots, p.
\]  

(7)
Furthermore, define
\[ \Lambda = \text{diag}\{\sigma_1, \sigma_2, \ldots, \sigma_m\}. \quad (8) \]

For convenience of later analysis, we make the following assumption:
\[ F(k) = \Lambda^{-1} \Lambda(k). \quad (9) \]

It is clear that \( F(k) \) satisfies
\[ F^T(k) F(k) \leq I, \quad \forall k \in R. \quad (10) \]

(ii) Randomly Varying Packet Delays and Dropouts. In the paper, we assume that the digital communication channel is subjected to the randomly bounded packet delays and dropouts, which is modeled as following
\[ y(k) = y_0(k) y^\delta(k) + (1 - y_0(k)) y_1(k) y^\delta(k - 1), \quad (11) \]
where \( y(k) \) represents the system output subject to randomly varying delays and dropouts, and the stochastic variable \( y_1 \in R \) \((i \in 0, 1)\) is a Bernoulli distributed white sequence taking values on 0 and 1 with following statistical properties.

Assumption 3. For stochastic variable \( y_1 \in R \) \((i \in 0, 1)\), we have
\[
\begin{align*}
(1) & \quad \text{Prob}\{y_1 = 1\} = E[y_1] := \overline{y}_1, \quad \text{Prob}\{y_1 = 0\} = 1 - \overline{y}_1, \\
(2) & \quad y_1 \text{ is independent of } \tilde{x}(0), w(k) \text{ and } \tilde{y}(k), \\
(3) & \quad \overline{y}_1 \in R \text{ (i.e. 0, 1) are mutually independent.}
\end{align*}
\]

Directly, from (1), the following formula can be derived,
\[ \sigma_y^2 = E[(y_1 - \overline{y}_1)^2] = (1 - \overline{y}_1)^2. \]

By substituting (6) into (11), we obtain
\[ y(k) = y_0(k) (I + \Lambda(k)) z(k) + y_0(k) (1 - y_1(k))(I + \Lambda(k)) z(k - 1). \quad (12) \]

And a compact representation of systems (1) and (12) can be given as follows:
\[ x(k + 1) = Ax(k) + Bw(k), \quad (13) \]
\[ y(k) = \left(C y(k) + \Delta C y(k)\right)x(k) + (D + \Delta D(k)) v(k), \quad (14) \]
where \( \Delta C y(k) = \Lambda F(k) C y(k), \Delta D(k) = \Lambda F(k) D \)
\[ x(k) = \begin{bmatrix} \tilde{x}(k) \\ \tilde{x}(k - 1) \end{bmatrix}, \quad A = \begin{bmatrix} \bar{A} & 0 \\ I_m & 0 \end{bmatrix}, \]
\[ B = \begin{bmatrix} \bar{B} \\ 0 \end{bmatrix}, \quad D = \begin{bmatrix} I_m & I_m \end{bmatrix}, \]
\[ C y(k) = \begin{bmatrix} y_0(k) C \\ (1 - y_0(k)) y_1(k) C \end{bmatrix}, \]
\[ v(k) = \begin{bmatrix} y_0(k) v(k) \\ (1 - y_0(k)) y_1(k) v(k) - 1 \end{bmatrix}. \quad (15) \]

For compact systems (13)-(14), observe that the matrices \( C y(k) \) and \( v(k) \) contain stochastic parameter \( y(k) \); in view of Assumptions 1 and 3, we have Lemma 4.

**Lemma 4.** For systems (13) and (14), the initial state \( x(0) \) is uncorrelated with both \( w(k) \) and \( v(k) \) and has the following properties:
\[
\begin{align*}
(1) & \quad E[x(0)] = E[w(0)] = E[v(0)] = 0, \quad E[x(0)x^T(0)] = P(0) = \begin{bmatrix} \overline{P}(0) & 0 \\ 0 & \overline{P}(0) \end{bmatrix}, \\
(2) & \quad E[v(0)v^T(k)] = \begin{bmatrix} \overline{P} & 0 \\ 0 & (1 - \overline{y}_1) \overline{P} \end{bmatrix} := V, \\
(3) & \quad w(k) \text{ and } v(k) \text{ are mutually independent}, \\
(4) & \quad E[C y(k)] = \begin{bmatrix} \overline{P} & 0 \\ 0 & (1 - \overline{y}_1) \overline{P} \end{bmatrix} = \overline{C}. \quad \quad (16) \end{align*}
\]

**Remark 5.** Mode (II) properly represents the unreliable networked communication where the time delay and packet dropouts are unavoidable, and the mode is based on the rationale that the induced data latency from the sensor to the controller is restricted not to exceed the sampling period. We can see that if \( y_1(k) = 1 \), that is, \( y(k) = y_0(k) y^\delta(k) + (1 - y_0(k)) y_1(k) y^\delta(k - 1) \), it denotes randomly varying packet delay, which was first introduced in [25], and subsequently it has been studied in paper [22]. And if \( y_0(k) = 1 \), that is, \( y(k) = y^\delta(k) \), then there is no packet delay and loss. While \( y_0(k) = 0 \) and \( y_1(k) = 0 \) there is no packet received by the estimator site; that is, the packet is lost. Also, mode (II) also can be regarded as a special case of paper [26].

In this paper, for systems (13) and (14), the full-order filter considered is described by
\[ \tilde{x}(k + 1) = G \tilde{x}(k) + K \left(y(k) - \overline{C} \tilde{x}(k)\right), \quad (16) \]
where \( \overline{C}(k) \in R^{2n} \) stands for the state estimate of the stochastic systems (13) and (14) and the constant matrices \( G \) and \( K \) are filter parameters to be determined.

Define the steady-state error estimation covariance as follows
\[ \overline{X}_{ee} := \lim_{k \to \infty} \overline{X}_{ee}(k) := \lim_{k \to \infty} E \left\{ e(k) e^T(k) \right\}, \quad (17) \]
\[ e(k) = x(k) - \tilde{x}(k). \]

The objective of this paper is to determine the filter parameters \( G \) and \( K \) such that, for communication limitations including the three aspects previously analyzed, (1) the state of compact system (13) is mean square bounded and (2) the steady-state error covariance \( \overline{X}_{ee} \) of the sequence \( \overline{X}_{ee}(k) \) satisfies
\[ \left\{ \overline{X}_{ee}(k) \right\}_{ii} \leq \alpha_i^2, \quad i = 1, 2, \ldots, 2n, \quad (18) \]
where \( \{\overline{X}_{ee}(k)\}_{ii} \) means the steady-state variance of the \( i \)th error state and \( \alpha_i^2 \) \((i = 1, 2, \ldots, 2n)\) denotes the prespecified steady-state error-estimation variance constraint on the \( i \)th state.

**Remark 6.** In (18), individual upper bound constraint, which can be obtained according to the engineering requirement, is imposed on individual steady-state estimation error variance. Note that conventional minimum variance filtering method aims to minimize a weighted scalar sum of the estimation error variances and is therefore not able to ensure that the multiple variance requirements will be satisfied [27].
3. Some Preliminary Results

In this section, we will first establish the state-space model of augmented system followed from compact systems (13) and (14) and filter (16) and then give the upper bound of the variance of the state estimation error under the three aspects of communication limitations.

Define the estimation error by

\[ e(k) = x(k) - \bar{x}(k). \]  

(19)

Then, from (14) and (16), we have

\[ y(k) - C\hat{x}(k) = (C\gamma(k) + \Delta C\gamma(k))x(k) + (D + \Delta D(k))v(k) - C\bar{x}(k) \]

(20)

and, subsequently,

\[ e(k+1) = (A - G)x(k) + (G - K C)e(k) - (K(C\gamma(k) - C) + K\Delta C\gamma(k))x(k) + Bw(k) - K(D - \Delta D(k))v(k). \]

(21)

Again, we define an augmented system, whose state is defined as

\[ \eta(k) = [x(k) \ e(k)]. \]

(22)

Then, combining (13) and (21), the dynamics of \( \eta(k) \) can be expressed by

\[ \eta(k+1) = (\bar{A} + \Delta \bar{A}(k))\eta(k) + (\Phi_{\gamma}(k) + \Delta \Phi_{\gamma}(k))\eta(k) + (\bar{B} + \Delta \bar{B}(k))\bar{w}(k), \]

(23)

\[ e(k) = [0 \ 1] \eta(k), \]

(24)

where \( \Delta \bar{A}(k) = \bar{H}F(k)\bar{E}_1, \Delta \Phi_{\gamma}(k) = \bar{H}F(k)E_{\gamma}(k) \), and \( \Delta \bar{B}(k) = \bar{H}F(k)\bar{E}_3 \), where

\[ \bar{A} = \begin{bmatrix} A & 0 \\ A - G & G - K\bar{C} \end{bmatrix}, \quad \Phi_{\gamma}(k) = \begin{bmatrix} 0 & 0 \\ -K(C\gamma(k) - \bar{C}) & 0 \end{bmatrix}, \]

\[ \bar{B} = \begin{bmatrix} 0 \\ B \end{bmatrix}, \bar{C} = \begin{bmatrix} 0 \\ -K\Lambda \end{bmatrix}, \quad \bar{E}_1 = \begin{bmatrix} \bar{C} & 0 \end{bmatrix}. \]

(25)

It is clear that augmented system (23) comprises not only uncertainties but also stochastic matrix sequences \( \Phi_{\gamma}(k) \) and \( E_{\gamma}(k) \). This makes the augmented system (23) a stochastic parameter system, which reflects the characteristic of limited communication capacity. Now, we denote the state covariance matrix of augmented system (23) by

\[ \bar{X}(k) := E\{\eta(k)\eta^T(k)\} = E\begin{bmatrix} x(k) \\ e(k) \end{bmatrix}^T = \begin{bmatrix} \bar{X}_{xx}(k) & \bar{X}_{xe}(k) \\ \bar{X}_{ex}(x) & \bar{X}_{ee}(k) \end{bmatrix}. \]

(26)

Since augmented system (23) involves both uncertainties and stochastic matrix sequences \( \Phi_{\gamma}(k) \) and \( E_{\gamma}(k) \) caused by limited communication capacity, the computation of state covariance matrix is complex because of the complexity of the statistics analysis. Hence, the Lyapunov equation that governs the evolution of the covariance matrix is given by the following.

**Lemma 7.** The evolution Lyapunov equation of the covariance matrix \( \bar{X}(k) \) from (23) can be written as

\[ \bar{X}(k+1) = (\bar{A} + \Delta \bar{A}(k))\bar{X}(k)(\bar{A} + \Delta \bar{A}(k))^T + (\Delta \Phi + \Delta \bar{C})\bar{X}(k)(\Delta \Phi + \Delta \bar{C})^T + (\bar{B} + \Delta \bar{B}(k))\bar{W}(k)(\bar{B} + \Delta \bar{B}(k))^T, \]

(27)

where \( \bar{A}, \Delta \bar{A}(k), \bar{B}, \Delta \bar{B}(k), \bar{H}, \bar{E}_1, \) and \( \bar{E}_3 \) satisfy (3) and \( \Delta \Phi = \bar{H}F(k)\bar{E}_2 \), where

\[ \bar{\Phi} = \begin{bmatrix} 0 & 0 \\ 0 & \bar{C} \end{bmatrix}, \bar{E}_2 = \begin{bmatrix} \bar{C} \\ 0 \end{bmatrix}, \bar{W} = \begin{bmatrix} I_m & 0 \\ 0 & V \end{bmatrix}, \]

\[ \bar{C} = \begin{bmatrix} \sigma_{\gamma} \bar{C} & \sigma_{\gamma} \bar{C} \\ \sigma_{\gamma} \bar{C} & \sigma_{\gamma} \bar{C} \end{bmatrix}, \quad \sigma_{\gamma}^2 = (1 - \gamma_0)\gamma_0, \]

\[ \sigma_{\gamma}^2 = \gamma_1(1 - \gamma_0 + \gamma_0\gamma_1 - \gamma_1). \]

(28)

**Proof.** For the sake of convenience of discussion, we introduce the following new stochastic sequences:

\[ a(k) = \gamma_1(k) - \gamma_1, \quad b(k) = \gamma_0(k)\gamma_1(k) - \gamma_0\gamma_1, \]

\[ c(k) = a(k) - b(k), \]

(29)
From Assumption 3, we have the statistical properties relating to stochastic variables \( \gamma_0(k) - \bar{\gamma}_0, a_k, b_k, \) and \( c_k \) as follows:

\[
E \left\{ (\gamma_0(k) - \bar{\gamma}_0)^2 \right\} = (1 - \bar{\gamma}_0) \bar{\gamma}_0 := \sigma_{\gamma_0}^2,
\]
\[
E \{ a(k) \} = 0,
\]
\[
E \{ a^2(k) \} = E \left\{ (\gamma_1(k) - \bar{\gamma}_1)^2 \right\} = (1 - \bar{\gamma}_1) \bar{\gamma}_1 := \sigma_{\gamma_1}^2,
\]
\[
E \{ b(k) \} = 0, \quad E \{ b^2(k) \} = \bar{\gamma}_0 \bar{\gamma}_1 (1 - \bar{\gamma}_0 \bar{\gamma}_1),
\]
\[
E \{ a(k) b(k) \} = \bar{\gamma}_0 \bar{\gamma}_1 (1 - \bar{\gamma}_1),
\]
\[
E \{ c^2(k) \} = \bar{\gamma}_1 (1 - \bar{\gamma}_1) (1 + \gamma_0 \gamma_1 - \bar{\gamma}_1) := \sigma_c^2.
\]

Now, in order to find the evolution Lyapunov equation of \( \bar{X}(k) \) from augmented system (23), we have to solve two problems: (1) \( E \{ (\Phi_{\gamma}(k) + \Delta \Phi_{\gamma}(k)) \bar{X}(k) (\Phi_{\gamma}(k) + \Delta \Phi_{\gamma}(k))^T \} \) and (2) \( E \{ \tilde{w}(k) \tilde{w}(k)^T \} \).

(1) For \( E \{ (\Phi_{\gamma}(k) + \Delta \Phi_{\gamma}(k)) \bar{X}(k) (\Phi_{\gamma}(k) + \Delta \Phi_{\gamma}(k))^T \} \), we have

\[
E \left\{ \Phi_{\gamma}(k) \bar{X}(k) (\Phi_{\gamma}(k) + \Delta \Phi_{\gamma}(k))^T \right\} = E \left\{ \Phi_{\gamma}(k) \bar{X}(k) \Phi_{\gamma}(k)^T \right\} + E \left\{ \Phi_{\gamma}(k) \bar{X}(k) \Delta \Phi_{\gamma}(k)^T \right\} + E \left\{ \Delta \Phi_{\gamma}(k) \bar{X}(k) (\Phi_{\gamma}(k) + \Delta \Phi_{\gamma}(k))^T \right\}.
\]

(ii) Similarly, for the other expressions on the right hand of (32), we obtain that

\[
E \{ \Phi_{\gamma}(k) \bar{X}(k) (\Phi_{\gamma}(k) + \Delta \Phi_{\gamma}(k))^T \} = \bar{\Phi} \bar{X}(k) \bar{\Phi}^T.
\]

Hence, we have

\[
E \left\{ (\Phi_{\gamma}(k) + \Delta \Phi_{\gamma}(k)) \bar{X}(k) (\Phi_{\gamma}(k) + \Delta \Phi_{\gamma}(k))^T \right\} = (\bar{\Phi} + \Delta \bar{\Phi} \bar{X}(k) (\bar{\Phi} + \Delta \bar{\Phi} \bar{X}(k))^T.
\]

(2) For \( \tilde{W} = E \{ \tilde{w}(k) \tilde{w}(k)^T \} \), from the statistical properties of \( w(k) \) and \( v(k) \), it is easy to obtain that

\[
\tilde{W} = \begin{bmatrix} w(k) & v(k) \end{bmatrix} \begin{bmatrix} w^T(k) & v^T(k) \end{bmatrix} = \begin{bmatrix} I_m & 0 \\ 0 & V \end{bmatrix}.
\]

Consequently, (27) holds. This completes the proof of this lemma. \( \square \)

Define the steady-state covariance \( \bar{X} \) of (27) as follows:

\[
\bar{X} := \lim_{k \to \infty} \bar{X}(k) = \begin{bmatrix} \bar{X}_{xx} & \bar{X}_{xe} \\ \bar{X}_{xe}^T \bar{X}_{ee} \end{bmatrix}.
\]

Then, from [7, 22, 28], we have the following useful lemma.
Lemma 8. There exists a unique symmetric positive semidefinite solution to the following discrete-time equation:
\[
\bar{X} = (\bar{A} + \Delta \bar{A}) \bar{X}(\bar{A} + \Delta \bar{A})^T + (\bar{B} + \Delta \bar{B}) \bar{V}(\bar{B} + \Delta \bar{B})^T;
\]
(40)
that is, the convergence of \( \bar{X}(k) \) in (27) is guaranteed to a constant value \( \bar{X} \), and the state of (23) is mean square bounded if and only if
\[
\rho \left\{ \left( \bar{A} + \Delta \bar{A} \right) \otimes \left( \bar{A} + \Delta \bar{A} \right)^T + \left( \bar{B} + \Delta \bar{B} \right) \otimes \left( \bar{B} + \Delta \bar{B} \right) \right\} < 1,
\]
(41)
where \( \rho \) is the spectral radius and \( \otimes \) is the Kronecker product.

4. Main Results and Proofs

The main results are presented in this section. To start with, we first recall some lemmas that will be needed in the proof of our main results.

Lemma 9 (see [29]). Given matrices \( A, H, E, \) and \( F \) with compatible dimensions such that \( FF^T \leq I \), let \( X \) be a positive definite matrix and \( \alpha > 0 \) an arbitrary constant such that \( \alpha^{-1} I - EXE^T > 0 \). Then, we have
\[
(A + HFE) X (A + HFE)^T \leq A \left( X^{-1} - \alpha E^T E \right)^{-1} A^T + \alpha^{-1} HH^T.
\]
(42)

Lemma 10 (see [30]). Given matrices \( \Xi \in R^{s \times r} \) and \( \Theta \in R^{r \times s} \), there exists a solution \( X \in R^{s \times r} \) to the matrix equation \( \Xi X = \Theta \) if and only if \((I - \Xi^T \Xi)^{-1} = 0\), where \( \Xi^T \) denotes the Moore–Penrose inverse of \( \Xi \). Furthermore, all solutions can be parameterized by
\[
X = \Xi^T \Theta + (I - \Xi^T \Xi) Z,
\]
(43)
where \( Z \in R^{s \times r} \) is an arbitrary matrix.

Lemma 11 (see [31]). For a given negative definite matrix \( \Pi < 0 \) (\( \Pi \in R^{2n \times 2n} \)), there always exists a matrix \( L \in R^{2n \times m} \) (\( m \leq 2n \)) such that \( \Pi + LL^T < 0 \).

Lemma 12 (Schur complement). Given constant matrices \( \Omega_1, \Omega_2, \) and \( \Omega_3 \), where \( \Omega_1 = \Omega_1^T \) and \( 0 < \Omega_2 = \Omega_2^T \), then \( \Omega_1 + \Omega_2 \Omega_3^{-1} \Omega_1 < 0 \) if and only if
\[
\begin{bmatrix}
\Omega_1 & \Omega_3^T \\
\Omega_3 & -\Omega_2
\end{bmatrix} < 0 \quad \text{or} \quad \begin{bmatrix}
-\Omega_2 & \Omega_3 \\
\Omega_3 & \Omega_1
\end{bmatrix} < 0.
\]
(44)

Here, in the following theorem, a two-step approach will be developed to solve the filter problem. Firstly, we will characterize an upper bound on the steady-state error covariance \( \bar{X} \) satisfying (40) in terms of some free parameters, let this upper bound meet prespecified variance constraints (18), and then we parameterize all desired filter gains with which the resulting steady-state error covariance is not more than the obtained upper bound. It is shown that the design of variance-constraint robust filtering for uncertain systems with limited communication capacity is related to two quadratic matrix inequalities. For presentation convenience, we first define
\[
\Sigma = (A - G) \left( P^{-1} - \alpha C^T C \right)^{-1} (A - G)^T + BB^T, \quad (45)
\]
\[
\Gamma = A \left( P^{-1} - \alpha C^T C \right)^{-1}, \quad (46)
\]
\[
R = C \left( P^{-1} - \beta C^T C \right)^{-1} C^T + D \left( V^{-1} - \xi D^T D \right)^{-1} D^T + \left( \alpha^{-1} + \beta^{-1} + \xi^{-1} \right) \Lambda \Lambda^T + \bar{C} \bar{Q} \bar{C}^T,
\]
(47)
\[
\Pi = \Sigma + GQG^T - Q - GQ \left( C^T - \bar{C} \bar{Q} \right)^{-1} \bar{C} \bar{Q} G^T.
\]
(48)

Theorem 13. Let \( \beta > 0 \), and let \( \xi > 0 \) be given positive scalar sequences and inequalities \( \beta^{-1} I - \bar{C} \bar{P} \Sigma^{-1} C > 0 \) and \( \xi^{-1} I - D \Sigma^{-1} D > 0 \) hold. If there exist positive scalars \( \alpha > 0 \), such that the following two quadratic matrix inequalities
\[
APA^T + APC^T (\alpha^{-1} I - \bar{C} \bar{P} \Sigma^{-1} C)^{-1} CPA^T + BB^T - P < 0, \quad (49)
\]
\[
\Pi = \Sigma + GQG^T - Q - GQ \left( C^T - \bar{C} \bar{Q} \right)^{-1} \bar{C} \bar{Q} G^T < 0, \quad (50)
\]
respectively, have positive-definite solutions \( P > 0 \) (\( \alpha^{-1} I - \bar{C} \bar{P} \Sigma^{-1} C > 0 \)), \( Q > 0 \), and
\[
(I - \Gamma^+ \Gamma)^{-1} BB^T = 0, \quad (51)
\]
where \( \Gamma^+ \) denotes the Moore–Penrose inverse of \( \Gamma \), and in (50)
\[
G = A + \left( \Gamma^+ BB^T \right)^T, \quad (52)
\]
Moreover, let \( L \in R^{2n \times m} \) (\( m \leq 2n \)) be an arbitrary matrix satisfying \( \Pi + LL^T < 0 \) (see Lemma 11) and \( U \in R^{m \times m} \) an arbitrary orthogonal matrix (i.e., \( U U^T = I \)). Then, filter (16) with the parameters determined by (51) and
\[
K = GQ \Sigma^{-1} R^{-1} + L \Sigma^{-1/2} R^{-1/2} \Sigma^{-1/2}
\]
will be such that, for all admissible uncertainties caused by the limited communication capacity, (1) the state of augmented system (23) is mean square bounded and (2) the steady-state error covariance \( \bar{X}_{ee} \) meets \( \bar{X}_{ee} < Q \).
Proof. Define $X := \text{diag}(P, Q)$. Then, it follows directly from Lemma 9 and definitions (45)–(48) that

$$(\tilde{A} + \Delta \tilde{A}(k)) X (\tilde{A} + \Delta \tilde{A}(k))^T + (\Phi + \Delta \Phi(k)) X (\Phi + \Delta \Phi(k))^T + (\tilde{B} + \Delta \tilde{B}(k)) \tilde{W} (\tilde{B} + \Delta \tilde{B}(k))^T \leq \tilde{A}(X^{-1} - \alpha \tilde{E}^T \tilde{E}_1)^{-1} \tilde{A}^T + \Phi (X^{-1} - \beta \tilde{E}_2^T \tilde{E}_2)^{-1} \Phi^T + \tilde{B}(\tilde{W}^{-1} - \xi \tilde{E}_3^T \tilde{E}_3)^{-1} \tilde{B}^T + (\alpha^{-1} + \beta^{-1} + \xi^{-1}) \tilde{H} \tilde{H}^T - X := \Psi := \begin{bmatrix} \Psi_{11} & \Psi_{12} \\ \Psi_{12}^T & \Psi_{22} \end{bmatrix},$$

(54)

where

$$\Psi_{11} = A \left( P^{-1} - \alpha \tilde{C}^T \tilde{C} \right)^{-1} A^T - P + BB^T,$$

(55)

$$\Psi_{12} = A \left( P^{-1} - \alpha \tilde{C}^T \tilde{C} \right)^{-1} (A - G)^T + BB^T,$$

(56)

$$\Psi_{22} = (A - G) \left( P^{-1} - \alpha \tilde{C}^T \tilde{C} \right)^{-1} (A - G)^T + (G - K \tilde{C}) Q (G - K \tilde{C})^T + K \tilde{C} \left( P^{-1} - \beta \tilde{C}^T \tilde{C} \right)^{-1} \tilde{C}^T K^T + KD \left( V^{-1} - \xi D^T D \right)^{-1} D^T K^T + \tilde{B} \tilde{W} - Q + \left( \alpha^{-1} + \beta^{-1} + \xi^{-1} \right) K \Lambda^T K^T.$$

Making use of Matrix Inverse Theory, we have

$$(P^{-1} - \alpha E^T E)^{-1} = P + PE^T \left( \alpha^{-1} I - EP E^T \right)^{-1} EP,$$

(58)

and therefore, from inequality (49), we can obtain that $\Psi_{11} < 0$.

Next, notice that the matrix $A$ is singular. It then follows from Lemma 10 that, there exists a solution $G$ such that $\Psi_{12} = 0$ if and only if (51) holds. Furthermore, if (51) is true, (52) gives a solution. Hence, substituting the expression of $G$ in (52) into (56) leads to $\Psi_{12} = 0$ easily.

Furthermore, we now consider $\Psi_{22}$, by using definitions (45)–(48), and we can rearrange (57) as follows:

$$\Psi_{22} = \Phi + GQG^T - Q - G\tilde{C}^T K^T - K\tilde{C}QG^T + K \left( \tilde{C} \left( P^{-1} - \beta \tilde{C}^T \tilde{C} \right)^{-1} \tilde{C}^T + D \left( V^{-1} - \xi D^T D \right)^{-1} D^T \right. + \left( \alpha^{-1} + \beta^{-1} + \xi^{-1} \right) \Lambda \Lambda^T + \tilde{C} \tilde{C}^T \tilde{C} \right) K^T = \Phi + GQG^T - Q - G\tilde{C}^T R^{-1/2} \tilde{C}QG^T + \left( KR^{1/2} - G\tilde{C}^T R^{-1/2} \right) \left( KR^{1/2} - G\tilde{C}^T R^{-1/2} \right)^T = \Phi + GQG^T - Q - G\tilde{C}^T R^{-1/2} \tilde{C}QG^T + \left( KR^{1/2} - G\tilde{C}^T R^{-1/2} \right) \left( KR^{1/2} - G\tilde{C}^T R^{-1/2} \right)^T.$$

(59)

Noticing the expression of $K$ in (53) and the fact that $UU^T = I$, we have

$$\left( KR^{1/2} - G\tilde{C}^T R^{-1/2} \right) \left( KR^{1/2} - G\tilde{C}^T R^{-1/2} \right)^T = LL^T.$$

(60)

Hence, it follows from (59) and in view of the definition of the matrix $L$ and inequality (50), we can obtain that and the $\Psi_{22} = \Phi + LL^T < 0$.

To this end, we can conclude that $\Psi < 0$. Thus, it follows from (47) that

$$(\tilde{A} + \Delta \tilde{A}(k)) X (\tilde{A} + \Delta \tilde{A}(k))^T - X + (\Phi + \Delta \Phi(k)) X (\Phi + \Delta \Phi(k))^T \leq - (\tilde{B} + \Delta \tilde{B}(k)) \tilde{W} (\tilde{B} + \Delta \tilde{B}(k))^T + \Psi < 0,$$

(61)

which leads to (41). From Lemma 8, we know that the state of augmented system (23) is mean square bounded and there exists a symmetric positive semidefinite solution to (40). Then, the first claim of this theorem is proved.

Furthermore, subtract (40) from (61) to give

$$(\tilde{A} + \Delta \tilde{A}(k)) (X - \bar{X}) (\tilde{A} + \Delta \tilde{A}(k))^T (X - \bar{X}) + (\Phi + \Delta \Phi(k)) (X - \bar{X}) (\Phi + \Delta \Phi(k))^T \leq \Psi < 0,$$

(62)

which indicates again from Lemma 8 that $X - \bar{X} \succeq 0$, and therefore

$$\bar{X}_{ss} = \begin{bmatrix} \bar{X} \end{bmatrix}_2 \leq [X]_{22} = Q.$$

(63)

This completes the proof of the theorem. □

Remark 14. From all of above discussions, we know that, if the conditions of Theorem 13 are all met and the positive-definite solutions $Q > 0$ satisfy

$$[Q]_{12} \leq \alpha_i^2, \quad i = 1, 2, \ldots, 2n,$$

(64)
then the design objective of robust filter for uncertain systems with limited communication capacity will be accomplished. It is mentioned that the existence of a positive-definite solution to (49) implies the asymptotical Schur stability of system matrix $A$, and this means that Assumption 2 should hold.

**Remark 15.** It can be seen, from theory 1, that there exits much explicit freedom, such as the choice of parameter $L$, the orthogonal matrix $U$ for our present design approach. We could use the freedom feature to take the more expected approach.

Eventually, by using the Schur Lemma (Lemma 12), we present the main results which simultaneously presented a solution to matrix inequalities (49) and (50) as follows.

**Corollary 16.** If there exist positive scalars $\alpha > 0$ and two positive-definite matrices $P > 0$, $Q > 0$ such that the following LMI (65) and (66) and the matrix inequality (50) hold and $Q$ satisfies $[Q]_S \leq a_i^2 (i = 1, 2, \ldots, 2n)$, then filter (16) determined by (52) and (53) will achieve the desired robust filtering performance for uncertain systems with limited communication capacity which is discussed previously. Cosider

$$\begin{bmatrix}
APA^T - P + BB^T & APC^T \\
C^T PA^T & -\alpha^{-1}I + CP^TC^T
\end{bmatrix} < 0,$$

(65)

$$-\alpha^{-1}I + CP^TC^T < 0.$$  

(66)

We now briefly discuss the solvability of quadratic matrix inequalities (49) and (50), which play a key role in designing the expected filters. Since the parameter $Q$ of (50) is not included in (49), from the previous corollary, for $\alpha > 0$ and $P > 0$, algebraic matrix inequality (49) is equal to the linear matrix inequalities (LMI) (65)-(66) which can be effectively solved by using LMI toolbox in MATLAB. Then, after $\alpha$ and $P$ are gained and positive scalar sequences $\beta > 0$ and $\xi > 0$ are given satisfying that $\beta^{-1}I - CP^TC^T > 0$ and $\xi^{-1}I - DVD^T > 0$, matrix inequality (50) becomes a standard Riccati-like matrix inequality for $Q > 0$ which can be easily solved in terms of the existed approach.

### 5. Numerical Example

In this section, we demonstrate the theory developed in this paper by means of a simple example. Consider the linear discrete-time system described by (1) with parameters given by

$$A = \begin{bmatrix}
0.6 & 0.3 \\
0.2 & 0.3
\end{bmatrix}, \quad B = \begin{bmatrix}
0.2 & 0 \\
0.2 & 0
\end{bmatrix}, \quad C = \begin{bmatrix}
2 & 0 \\
0 & 2
\end{bmatrix}.\quad (67)$$

Furthermore, we assume the following.

(1) The parameter for the quantizer $f(\cdot)$ is $\rho = 1/3$; then, $\sigma = 0.5$; that is, $\Lambda = 0.5$.

(2) The stochastic variable $y_i (i \in \{1, 2\})$ is Bernoulli distributed white sequences taking values 0 and 1 with $E\{y_i(0)\} = \frac{1}{2}$ and $E\{y_i(k)\} = \frac{1}{2}$, respectively.

(3) The constant $\beta$ and $\xi$ are given by $\beta = 0.2$ and $\xi = 0.125$.

(4) The process noise $w_k$ and measurement noise $v_k$ are zero-mean Gaussian white noise sequences with unity covariance.

The purpose of this example is to design the filter parameters $G$ and $K$ such that, for all admissible perturbations and multiple packet dropouts, augmented system (16) is mean square bounded, and the steady-state error covariance satisfies

$$\begin{bmatrix}
\bar{X}_{ee}\end{bmatrix}_{11} \leq 0.4, \quad \begin{bmatrix}
\bar{X}_{ee}\end{bmatrix}_{22} \leq 0.3, \\
\begin{bmatrix}
\bar{X}_{ee}\end{bmatrix}_{33} \leq 0.12, \quad \begin{bmatrix}
\bar{X}_{ee}\end{bmatrix}_{44} \leq 0.12.$$  

(68)

We employ the standard LMI techniques to check the solvability of original matrix inequality (49) for $\alpha > 0$ and $P > 0$ and solve the standard Riccati-like matrix for $Q$. Therefore, we obtain

$$\alpha = 0.1355,$$

$$P = \begin{bmatrix}
1.5305 & -1.3492 & 0.3574 & -0.1255 \\
-1.3492 & 1.9906 & -0.1856 & 0.0911 \\
0.3574 & -0.1856 & 4.8334 & -0.8241 \\
-0.1255 & 0.0911 & -0.8241 & 4.9600
\end{bmatrix},$$

(69)

$$Q = \begin{bmatrix}
0.3873 & 0.0862 & -0.0030 & -0.0057 \\
0.0862 & 0.2988 & -0.0019 & -0.0036 \\
-0.0030 & -0.0019 & 0.1001 & 0.0001 \\
-0.0057 & -0.0036 & 0.0001 & 0.1002
\end{bmatrix}.\quad (70)$$

From (52), one of the filter parameters, $G$, is calculated as follows:

$$G = \begin{bmatrix}
0.6151 & 0.3092 & -0.0111 & -0.0210 \\
0.2068 & 0.3068 & -0.0064 & -0.0115 \\
1.0000 & 0 & 0 & 0 \\
0 & 1.0000 & 0 & 0
\end{bmatrix}. \quad (71)$$

To obtain another parameter $K$, we choose $L$ meeting $\Pi + LL^T < 0$ and select the orthogonal matrix $U$ as follows:

$$L = \begin{bmatrix}
0.4 & 0 \\
0 & 0.4 \\
0 & 0 \\
0 & 0
\end{bmatrix}, \quad U = 1,$$

(71)

$$L = \begin{bmatrix}
0.1 & 0 \\
0 & 0.1 \\
0 & 0 \\
0 & 0
\end{bmatrix}, \quad U = -1.$$  

(71)
Figure 1: Steady-state error variance and the individual upper bound.

Then, we can get the parameter $K$ from (53) as follows:

**Case 1:**

$$ K = \begin{bmatrix} 0.2418 \\ 0.0454 \\ 0.2552 \\ 0.0811 \end{bmatrix} $$ (72)

**Case 2:**

$$ K = \begin{bmatrix} 0.0473 \\ 0.0454 \\ 0.0607 \\ 0.0811 \end{bmatrix} $$

From the above simulated results, it is not difficult to get that $P > 0$ and $Q > 0$; hence, the specified mean square bounded is achieved. Furthermore, in Figure 1, the above curve is the bound and the under curve is the steady-state error variance; it is obvious that the steady-state error variance is not more than the individual upper bound, which verifies that steady-state error variance constraint is also achieved. Therefore, it is shown that the theory developed in this paper is effective and practical.

6. Conclusion

In this paper, we have considered a variance-constraint robust filtering problem for discrete-time systems with limited communication capacity. It has been shown that the problem is solvable if a couple of LMIs or Riccati-like matrix inequalities have positive definite solutions. A numerical example is presented to demonstrate the effectiveness and flexibility of the proposed design approach.

Further extension of the present results to more complex systems such as nonlinear systems is a possible future research direction. Moreover, in NCSs, there usually exist simultaneously the parameter uncertainties and intermediate uncertainties; thus, simultaneously considering delay, quantization, observation losses, and parameter uncertainties is another future avenue of research.
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