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A dependent insurance risk model with surrender and investment under the thinning process is discussed, where the arrival of the policies follows a compound Poisson-Geometric process, and the occurrences of the claim and surrender happen as the \( p \)-thinning process and the \( q \)-thinning process of the arrival process, respectively. By the martingale theory, the properties of the surplus process, adjustment coefficient equation, the upper bound of ruin probability, and explicit expression of ruin probability are obtained. Moreover, we also get the Laplace transformation, the expectation, and the variance of the time when the surplus reaches a given level for the first time. Finally, various trends of the upper bound of ruin probability and the expectation and the variance of the time when the surplus reaches a given level for the first time are simulated analytically along with changing the investment size, investment interest rates, claim rate, and surrender rate.

1. Introduction

In the classical ruin theory, compound Poisson risk model,

\[
U(t) = u + ct - \sum_{i=1}^{N(t)} X_i \quad \text{for} \ t \geq 0,
\]

(1)
is the main research object [1, 2], where \( u \geq 0 \) is the initial reserve, \( c \) is the premium rate, and \( \{N(t), \ t \geq 0\} \) is a Poisson process with intensity \( \lambda > 0 \), representing the number of claims up to time \( t \). The individual claim sizes \( X_1, X_2, \ldots \), independent of \( \{N(t), \ t \geq 0\} \), are i.i.d. positive random variables with distribution function \( F(x) \) and density function \( f(x) \) with mean \( \mu \). In the model, the premium income process is a linear function of time; it does not matter to claim. But in actual life, the arrival of policy of insurance company is usually associated with occurrence of claim; for example, the more the number of policies sold, the more the number of claims happened. Therefore, many studies in literature discuss the dependent relationship among the premium income, interclaim arrivals, and the claim size. See, for example, Liu et al. [3] considering a Markov-dependent risk model with a constant dividend barrier. Shi et al. [4] explore methods that allow for the correlation among frequency and severity components for microlevel insurance data. Jiang et al. [5] investigate some uniform asymptotic estimates for finite-time ruin probabilities when the claim size vector and its interarrival time are subject to certain general dependence structure. Zhang and Yang [6], Shi et al. [7], and Zou et al. [8] consider a compound Poisson risk model and a dependence structure of the claim size and interclaim time modeled by a Farlie-Gumbel-Morgenstern copula.

The above papers always assume the claim number follows a Poisson distribution, but in fact the claim number does not fully comply with the rule of Poisson distribution and its variance is often greater than the mean. Except the natural environment, an important reason for this phenomenon is that insurance companies have adopted risk aversion mechanism, such as franchise system and no-claim discount system [9]. This makes the policy holder weighs the interests which may not claim for compensation in the event of an accident; it will cause the claim number to be less than the number of accidents. In addition, on the one hand, the insurance company will have huge funds and various kinds of reserves in the operation process, which formed the huge amount of available funds. On the other hand, in order to
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To protect the interests of the insured, the insurance company must use the fund rationally and effectively. In fact, the insurance industry is very active in the financial markets. In the financial markets of Western developed countries, the total amount of funds provided by the insurance industry is close to commercial banks. So considering the risk model with investment income has greater practical value and realistic significance [10–12].

In view of the above problems, this paper will promote the premium income process of insurance companies to follow the compound Poisson-Geometric process [13–15], while the counting processes of claim and surrender are the \( p \)-thinning process and the \( q \)-thinning process of premium income process and further consideration of the investment interest rate. For the new improved model, we study the properties of surplus process, adjustment coefficient equation, ruin process and further consideration of the investment interest companies.

The contents of this paper are organized as follows: Section 2 introduces the risk model. In Section 3, we give the main results of the paper. Finally, we provide the numerical examples in Section 4.

2. The Risk Model

**Definition 1.** Let \( u \geq 0 \) and \((Ω, F, P)\) be a probability space; \( t \geq 0 \); then, the surplus process with initial surplus \( u \) is defined as follows:

\[
U(t) = u + Aat + \sum_{k=1}^{N(t)} X_k - \sum_{k=1}^{N(t,p)} Y_k - \sum_{k=1}^{N(t,q)} Z_k + \beta W(t),
\]

(2)

where \( u \) represents the initial capital and \( A (A < u) \) represents the investment capital, which is based on the size of initial capital, premium income per unit of time, and the predicted claim sizes. \( A \) represents the investment income per unit of time. \{\( N(t); t \geq 0 \)\} is a Poisson-Geometric process with parameters \( \lambda (\lambda > 0) \) and \( \rho (0 < \rho < 1) \) denoting the number of premiums up to time \( t \); namely, \( N(t) \sim PG(\lambda t, \rho) \). \{\( X_k; k \geq 1 \)\} is a sequence of i.i.d. random variables representing the amount of the \( k \)-th premium and \( E[X_k] = \mu_X \). \( Var[X_k] = \sigma_X^2 \). \{\( N(t, p); t \geq 0 \)\} is the \( p \)-thinning process of \{\( N(t); t \geq 0 \)\} denoting the number of claims up to time \( t \); namely, \( \{N(t, p); t \geq 0\} \sim PG(\lambda pt, \rho) \). The individual claim sizes \( \{Y_k; k \geq 1\} \) are a sequence of i.i.d. random variables and \( E[Y_k] = \mu_Y \). \( Var[Y_k] = \sigma_Y^2 \). \{\( N(t, q); t \geq 0 \)\} is the \( q \)-thinning process of \{\( N(t); t \geq 0 \)\} denoting the number of surrenders up to time \( t \); namely, \( \{N(t, q); t \geq 0\} \sim PG(\lambda qt, \rho) \) and \( 0 < q < 1 \) and \( 0 < p + q < 1 \). The sequence of i.i.d. random variables \( \{Z_k; k \geq 1\} \) represents the amount of the \( k \)-th payment of insurance policy and \( E[Z_k] = \mu_Z \). \( Var[Z_k] = \sigma_Z^2 \), and \( \mu_Z < \mu_X \). \( W(t); t \geq 0 \) is a standard Brownian motion denoting the uncertain benefits and payments of insurance companies. \( \beta > 0 \) is a constant, representing the diffusion volatility parameter. In addition, we suppose that \( \{X_k; k \geq 1\}, \{Y_k; k \geq 1\}, \{Z_k; k \geq 1\}, \{W(t); t \geq 0\}, \) and \( \{N(t); t \geq 0\} \) are mutually independent. From the theory of point process, \( \{N(t, p); t \geq 0\} \) and \( \{N(t, q); t \geq 0\} \) are also mutually independent.

Let \( S(t) = Aat + \sum_{k=1}^{N(t)} X_k - \sum_{k=1}^{N(t,p)} Y_k - \sum_{k=1}^{N(t,q)} Z_k + \beta W(t) \) be profits process. In order to ensure the insurance company’s steady business, we assume \( E[S(t)] > 0 \), and the relative security loading factor \( \theta \) is defined as follows:

\[
\theta = \frac{\lambda \mu_X + Aa (1-\rho)}{\lambda \mu_Y + \lambda \mu_Z} - 1 > 0.
\]

3. Main Results

**Lemma 2.** The profits process \( \{S(t), t \geq 0\} \) has the following properties:

(i) \( \{S(t), t \geq 0\} \) has stationary and independent increments.

(ii) \( E[S(t)] = (Aa + \lambda \mu_X/(1-\rho) - \lambda \mu_Y/(1-\rho) - \lambda \mu_Z/(1-\rho)t) \).

**Lemma 3.** For the profits process \( \{S(t), t \geq 0\} \), when \( E[S(t)] \geq 0 \), one has the following:

\[
\lim_{t \to \infty} U(t) = \infty, \quad a.s.
\]

**Lemma 4.** For the profits process \( \{S(t), t \geq 0\} \), suppose \( E[e^{-rS(t)}] \) is finite for some \( r > 0 \); then, there is a function \( g(r) \) such that

\[
E[e^{-rS(t)}] = e^{g(r)}.
\]

**Proof.** Consider

\[
E[\exp(-rS(t))] = E[\exp(-rAat)]
\]

\[
\cdot E \left[ \exp \left( -r \sum_{k=1}^{N(t)} X_k \right) \right] \cdot E \left[ \exp \left( r \sum_{k=1}^{N(t,p)} Y_k \right) \right]
\]

\[
\cdot E \left[ \exp \left( r \sum_{k=1}^{N(t,q)} Z_k \right) \right] \cdot E[\exp(-r\beta W(t))]
\]

(6)

\[
= \exp \left\{ t \left[ -rAa + \frac{\lambda (M_X (r) - 1)}{1 - \rho M_X (r)} \right.ight.
\]

\[+ \frac{\lambda p (M_Y (r) - 1)}{1 - \rho M_Y (r)} + \frac{\lambda q (M_Z (r) - 1)}{1 - \rho M_Z (r)} + \frac{\beta^2 r^2}{2} \] \right\}.

Let

\[
g(r) = -rAa + \frac{\lambda (M_X (r) - 1)}{1 - \rho M_X (r)} + \frac{\lambda p (M_Y (r) - 1)}{1 - \rho M_Y (r)}
\]

\[+ \frac{\lambda q (M_Z (r) - 1)}{1 - \rho M_Z (r)} + \frac{\beta^2 r^2}{2},
\]

(7)

where \( M_X (r) = E[e^{rX}] \) is the moment generating function of \( X \). Similarly, we can define \( M_Y (r) \) and \( M_Z (r) \).
The following discussions are adjustment coefficient and the adjustment coefficient equation. Since the ruin probability as a number of indicators can evaluate insurance company solvency, it attracts attention. The research goal is to obtain specific expression of ruin probability. However, it is very difficult to directly obtain the expression of this function, but Lundberg found an indirect expression way by introducing a parameter which can play the intermediary role, namely, Lundberg coefficient or adjustment coefficient. Its principle is that the ruin probability is expressed as a function of adjustment coefficient and then seeks the calculation for adjustment coefficient. Thus, the adjustment coefficient plays a very important role in the study of ruin probability.

**Lemma 5.** Equation \( g(r) = 0 \) is said to be an adjustment coefficient equation of the risk model (2), and it has a unique positive solution \( r = R \), which is called an adjustment coefficient (see Figure 1).

**Proof.** We only need to prove that it has the following four properties:

1. \( g(0) = 0 \).
2. \( g'(0) < 0 \).
3. \( g(r) \to +\infty \) \((r \to +\infty)\).
4. \( g''(r) > 0, \forall r \in (0, +\infty) \).

Obviously, \( g(0) = 0 \). Since

\[
g'(r) = \frac{\lambda (1 - \rho) E [-X \exp(-rX)]}{(1 - \rho M_X(r))^2} + \frac{\lambda \rho (1 - \rho) E [Y \exp(rY)]}{(1 - \rho M_Y(r))^2} + \frac{\lambda q (1 - \rho) E [Z \exp(rZ)]}{(1 - \rho M_Z(r))^2} + \beta^2 r
\]

and \( M_X(0) = M_Y(0) = M_Z(0) = 1 \), then we have

\[
g'(0) = -\lambda \alpha + \frac{\lambda \rho \mu_Y}{1 - \rho} + \frac{\lambda q \mu_Z}{1 - \rho} = -\theta \left( \frac{\lambda \rho \mu_Y}{1 - \rho} + \frac{\lambda q \mu_Z}{1 - \rho} \right) < 0.
\]

Further,

\[
g''(r) = \frac{\lambda (1 - \rho) (1 - \rho M_X(-r))}{(1 - \rho M_X(-r))^4} \cdot \left\{ (1 - \rho M_X(-r)) E \left[ X^2 e^{-rX} \right] \right. \\
+ 2\rho \left( E \left[ -X e^{-rX} \right] \right)^2 \right\} + \frac{\lambda \rho (1 - \rho) (1 - \rho M_Y(r))}{(1 - \rho M_Y(r))^4} \cdot \left\{ (1 - \rho M_Y(r)) E \left[ Y^2 e^{-rY} \right]^2 \right\} \\
+ \frac{\lambda q (1 - \rho) (1 - \rho M_Z(r))}{(1 - \rho M_Z(r))^4} \cdot \left\{ (1 - \rho M_Z(r)) E \left[ Z^2 e^{-rZ} \right]^2 \right\} + \beta^2.
\]

It is easy to see the moment generating functions \( M_Y(r), M_Z(r) \) are increasing functions, so there exists an \( r_1 > 0 \) such that \( M_Y(r_1) = 1/\rho > 1 \). Similarly, there exists an \( r_2 > 0 \) such that \( M_Y(r_2) = 1/\rho > 1 \). Let \( r_0 = \min\{r_1, r_2\} \); then, when \( 0 < r < r_0 \), we have \( 1 < M_Y(r), M_Z(r), \rho > 1/\rho \); that is, \( 1 - \rho M_Y(r) > 0 \) and \( 1 - \rho M_Z(r) > 0 \). When \( r > 0 \), we have \( M_X(-r) < 1 \); that is, \( 1 - \rho M_X(-r) > 0 \). So \( g''(r) > 0 (0 < r < r_0) \) and \( g(r) \) is a lower convex function. And because \( \lim_{r \to +\infty} g(r) = +\infty \), then \( g(r) = 0 \) has a unique positive solution \( R \).

**Theorem 6.** The adjustment coefficient \( R \) satisfies the following inequality:

\[
\frac{2 \left[ \lambda \alpha + \lambda \mu_X \right]}{\lambda (\mu_X^2 + \sigma_X^2) + \beta^2} \leq R \leq \frac{2 \left[ (1 - \rho) \alpha + \lambda \mu_X - \lambda \rho \mu_Y - \lambda q \mu_Z \right]}{\lambda \left[ (\mu_X^2 + \sigma_X^2) + \mu_Y^2 + \sigma_Y^2 \right] + q^2 (\mu_Z^2 + \sigma_Z^2) + \beta^2 (1 - \rho)}.
\]

**Proof.** By Taylor’s expansion, we have

\[
M_X(-R) = E \left[ e^{-RX} \right] = E \left[ 1 - RX + \frac{R^2 X^2}{2} \right] = 1 - R \mu_X + \frac{R^2}{2} \left( \mu_X^2 + \sigma_X^2 \right)
\]

and

\[
M_Y(R) = E \left[ e^{RY} \right] = E \left[ 1 + RY + \frac{R^2 Y^2}{2} \right] = 1 + R \mu_Y + \frac{R^2}{2} \left( \mu_Y^2 + \sigma_Y^2 \right).
\]
Then,
\[ 0 = g(R) = -RA_x + \frac{\lambda (M_X (R) - 1)}{1 - \rho M_X (R)} + \frac{\lambda p (M_Y (R) - 1)}{1 - \rho M_Y (R)} + \lambda q (M_Z (R) - 1) + 1 - \frac{1}{2} \beta^2 R^2. \]

Dividing both sides of the above inequality by \( R \), we obtain
\[ R \leq \frac{2 \left( (1 - \rho) A_x + \lambda M_X - \lambda p M_Y - \lambda q M_Z \right)}{\lambda \left( \mu_x^2 + \sigma_x^2 \right) + p \left( \mu_y^2 + \sigma_y^2 \right) + q \left( \mu_z^2 + \sigma_z^2 \right) + \beta^2 (1 - \rho)} \].

Similarly,
\[ 0 = g(R) \geq -RA_x + \frac{\lambda (M_X (R) - 1)}{1 - \rho M_X (R)} + \frac{\lambda p (M_Y (R) - 1)}{1 - \rho M_Y (R)} + \lambda q (M_Z (R) - 1) + 1 - \frac{1}{2} \beta^2 R^2. \]

Dividing both sides of the above inequality by \( R \), we have
\[ R \geq \frac{2 \left[ A_x + \lambda M_X \right]}{\lambda \left( \mu_x^2 + \sigma_x^2 \right) + \beta^2}. \]

For the profits process \( \{S(t), t \geq 0\} \), let \( F_t^S = \sigma(S(v), v \leq t) \) be a filtration. Let \( T = \inf\{t : t \geq 0, U(t) < 0\} \) and \( \psi(u) = \Pr(T < \infty | U(0) = u) \) be ruin time and ruin probability.

**Lemma 7.** \( T \) is \( F_t^S \)-stopping time.

**Theorem 8.** \( \{H_u(t), F_t, t \geq 0\} \) is a martingale, where \( H_u(t) = \exp[-RU(t) - tg(r)] \).

**Proof.** In fact, \( \{U(t), t \geq 0\} \) has stationary and independent increments, and from [2] we know that \( H_u(t) \) is a martingale if and only if \( E(\exp[-RU(t)]) = \exp[-Ru] \). By Lemmas 3 and 4, there is a function \( g(r) \) such that \( E(\exp[-RS(t)]) = \exp[tg(r)] = 1 \); then,
\[ E(\exp[-RU(t)]) = E[\exp[-RU(t)] E(\exp[-RS(t)])] = \exp[-Ru], \]
so \( \{H_u(t), F_t, t \geq 0\} \) is a martingale.

**Theorem 9.** For any real number \( r \), the ruin probability \( \psi(u) \) satisfies
\[ \psi(u) \leq \exp(-ru) E \left[ \sup_{t \geq 0} \exp(tg(r)) \right]. \]

**Proof.** For a fixed time \( t_0, t_0 \land T \) is a bounded stopping time. Using the theorem of martingale and stopping time, we have
\[ \exp(-ru) = E[H_u(0)] = E[H_u(t_0 \land T)]. \]

By the full expectations formula, we have
\[ \exp(-ru) = E[H_u(T) | T \leq t_0] \Pr(T \leq t_0) + E[H_u(t_0) | T > t_0] \Pr(T > t_0) \]
\[ \geq E[H_u(T) | T \leq t_0] \Pr(T \leq t_0), \]
which implies
\[ \Pr(T \leq t_0) = \frac{\exp(-ru)}{E[H_u(T) | T \leq t_0]} \leq \frac{\exp(-ru)}{\inf_{0 \leq t \leq t_0} \exp(-tg(r))} = \exp(-ru) \cdot \sup_{0 \leq t \leq t_0} \left[ \exp(tg(r)) \right]. \]

By expectation on both sides of the above inequality and letting \( t_0 \to \infty \), we can get the desired results.

**Theorem 10.** The ruin probability of surplus process \( \{U(t); t \geq 0\} \) satisfies
\[ \psi(u) = \frac{\exp(-Ru)}{E[\exp(-RU(T)) | T < \infty]}. \]

**Proof.** For a fixed time \( t_0, t_0 \land T \) is a bounded stopping time. Using the theorem of martingale and stopping time, we have
\[ \exp(-ru) = E[H_u(t_0 \land T)] \]
\[ = E[H_u(T) | T \leq t_0] \Pr(T \leq t_0) + E[H_u(t_0) | T > t_0] \Pr(T > t_0). \]

Let \( r = R \), we have
\[ \exp(-Ru) = E[\exp(-RU(T)) | T \leq t_0] \Pr(T \leq t_0) + E[\exp(-RU(T)) | T > t_0] \Pr(T > t_0) \]
\[ + E[\exp(-RU(T)) | T > t_0] \Pr(T > t_0), \]
which implies
\[ 0 \leq E \left[ \exp \left( -RU(T) \right) \mid T > t_0 \right] \Pr \left( T > t_0 \right) \]
\[ \leq E \left[ \exp \left( -RU(t_0) \right) I \left( U(t_0) \geq 0 \right) \right]. \]  
(25)
Since \( 0 \leq \exp(-RU(t_0))I(U(t_0) \geq 0) \leq 1 \), by the law of large numbers, when \( t_0 \rightarrow \infty \), \( U(t_0) \rightarrow \infty \) (a.s.). By dominated convergence theorem, we have
\[ \lim_{t_0 \rightarrow \infty} E \left[ \exp \left( -RU(T) \right) \mid T > t_0 \right] \Pr \left( T > t_0 \right) = 0, \]  
(26)
(a.s.)
Then, when \( t_0 \rightarrow \infty \) in (26), we can obtain (22).

**Corollary 11.** For the surplus process \( \{U(t); t \geq 0\} \), the ruin probability \( \psi(u) \) satisfies Lundberg inequality:
\[ \psi(u) \leq \exp(-Ru), \quad u \geq 0, \]  
(27)
where \( R \) is adjustment coefficient.
In order to get this inequality as good as possible, we shall choose \( R \) as large as possible under the restriction sup\( _{u \geq 0} \exp(g(r)) < \infty \). Combined with Figure 1, we have \( R = \sup \{ r \mid g(r) \leq 0 \} \).

**Theorem 12.** The ruin probability of insurance company before time \( t \) satisfies
\[ \psi_t(u) \leq \begin{cases} e^{-Ru}, & t < \frac{u}{g'(r)} \left( 1 - \rho \right) \\ e^{-Ru}, & t \geq \frac{u}{g'(r)} \left( 1 - \rho \right), \end{cases} \]  
(28)
where \( R_y = f(r_y) \) and \( r_y \) is the solution of \( g'(r) = u/t \).

**Proof.** By Lemma 4, we have
\[ \psi_t(u) \leq e^{-Ru} \sup_{0 \leq t \leq \min \{ t, f(r(t)) \}} e^{-Ru} \cdot \max \{ 1, e^{g(r(t))} \} \]
\[ \leq e^{-Ru} \min \{ r, f(r) \} = e^{-Ru} \min \{ r, f(r) \}, \]  
(29)
where \( f(r) = r - yg(r), \ y = t/u \). Obviously, the supremum of \( \psi_t(u) \) is \( e^{-Ru} \min \{ r, f(r) \} \).

Since \( f(r) \) is the convex function and \( f(R) = R \), when \( r > R \), we have \( f(r) < r \); when \( 0 < r < R \), we have \( f(r) > r \). Let \( r_y \) be the solution of \( f'(r) = 0 \) and \( R_y = f(r_y) \); then, \( R_y \) is the maximum value of \( f(r) \).
And because
\[ r_y \leq R, \quad t > \frac{u}{g'(r)} \left( 1 - \rho \right), \]  
(30)
\[ r_y > R, \quad t \leq \frac{u}{g'(r)} \left( 1 - \rho \right), \]
then, we have
\[ \sup \{ \min \{ r, f(r) \} \} = \begin{cases} R_y, & t < \frac{u}{g'(r)} \left( 1 - \rho \right) \\ R_y, & t \geq \frac{u}{g'(r)} \left( 1 - \rho \right), \end{cases} \]  
(31)
Thus, Theorem 12 is obtained.

**Theorem 13.** Let \( \tau = \inf \{ t \geq 0, U(t) = x > u \} \) be the time when the surplus reaches a given level firstly; then, the Laplace transform of \( \tau \) is as follows:
\[ E \left[ e^{-\tau v} \right] = e^{\alpha v}, \]  
(32)
where \( s \) and \( r \) satisfy \( s = g(r) \).

**Proof.** For the surplus process \( \{U(t); t \geq 0\} \), using the theorem of martingale and stopping time, we see that \( \tau \) is a stopping time of \( F_s \). Let \( H(t) = e^{-RU(t)} \). By Theorem 8, the surplus process \( \{H(t); t \geq 0\} \) is a martingale. Hence, we have \( \mathbb{E}[H(\tau)] = \mathbb{E}[H(0)] \); that is, \( \mathbb{E}[e^{-RU(\tau)}] = 1 \). Since \( U(\tau) = x \), then we get \( \mathbb{E}[e^{-R(\tau)}] = 1 \); that is, \( \mathbb{E}[e^{-R\tau}] = e^{\alpha} \).

**Theorem 14.** The expectation and variance of \( \tau \) satisfy
\[ E[\tau] = \frac{x}{\eta}, \]  
(33)
\[ \text{Var}[\tau] = \frac{x \omega}{\eta^2}, \]  
where
\[ \eta = A\alpha + \frac{\lambda \mu_X}{1 - \rho} - \frac{\lambda \rho \mu_Y}{1 - \rho} - \frac{\lambda q \mu_Z}{1 - \rho}, \]  
(34)
\[ \omega = \frac{\lambda}{(1 - \rho)^2} \left[ (1 - \rho) \left( \sigma_X^2 + \mu_X^2 \right) + 2 \rho \mu_X^2 \right] \]
\[ + \frac{\lambda \rho}{(1 - \rho)^2} \left[ (1 - \rho) \left( \sigma_Y^2 + \mu_Y^2 \right) + 2 \rho \mu_Y^2 \right] \]
\[ + \frac{\lambda q}{(1 - \rho)^2} \left[ (1 - \rho) \left( \sigma_Z^2 + \mu_Z^2 \right) + 2 \rho \mu_Z^2 \right] + \beta^2. \]  

**Proof.** By Theorem 13, we have \( \mathbb{E}[e^{-\tau v}] = e^{\alpha v} \); let \( \phi(s) = \ln \mathbb{E}[e^{-\tau sv}] \); then, we have the following:
\[ \frac{d\phi(s)}{dr} = \frac{d\phi'(s)}{ds} \cdot \frac{1}{s' \left( r \right)} = \frac{x}{s' \left( r \right)}, \]  
(35)
\[ \frac{d\phi''(s)}{ds} = \frac{d\phi'(s)}{dr} \cdot \frac{1}{s' \left( r \right)} - \frac{xg''(r)}{g'(r)^2}. \]

By Lemma 5, we have
\[ E[\tau] = -\frac{d\phi(s)}{dr} \bigg|_{s=0} = -\frac{x}{g'(0)} \]
\[ = -A\alpha - \frac{\lambda \mu_X}{1 - \rho} + \frac{\lambda \rho \mu_Y}{1 - \rho} + \frac{\lambda q \mu_Z}{1 - \rho} \]  
(36)
\[ = \frac{x}{\eta}, \]  
\[ \text{Var}[\tau] = \frac{d\phi''(s)}{ds} \bigg|_{s=0} = \frac{x \omega}{\eta^2}. \]
4. Numerical Simulation and Analysis

4.1. Simulation of the Upper Bound of Ruin Probability. Since the adjustment coefficient $R$ can be used to measure the risk, by formula $\psi(u) \leq \exp(-Ru)$, we know that the higher adjustment coefficient $R$ results in the less ruin probability. The following will be used to simulate the size of ruin probability by adjustment coefficient $R$.

Suppose $\lambda = 40, \rho = 0.1, A = 400, \alpha = 0.1, \beta = 1, p = 0.005, and q = 0.0005$. Random variables $X_k, Y_k,$ and $Z_k$ obey the exponential distribution with mean $\mu_X = b, \mu_Y = 20$, and $\mu_Z = 10$, respectively. Taking different values about $b$ and $u$, by MATLAB and Theorem 6, we can get the upper bound of the ruin probability. See Table 1.

Table 1 shows that ruin probability of insurance company varies tremendously in size with different value of $u$; the higher initial surplus $u$ results in the less ruin probability. Magnitude of initial capital increase is far below the level of reduced number of ruin probability of insurance company. For example, in the first seven behaviors of Table 1, the initial capital $u$ is only increased by 10 times, and the ruin probability decreases from 0.4894 to 0.00079. This is another example in the course of business; the availability of sufficient initial capital is crucial to the insurance company.

In addition, determining the value of distribution parameter $1/b$ of the premium $X$ has a great impact on the ruin probability of insurance company. For the exponential distribution, the value of $1/b$ is smaller; the smaller the amount of premium charged by insurance company, the greater the probability of ruin. This suggests that a reasonable determination of the premium on the normal operation of insurance companies is very important, which leads to higher requirement for determination of the premium in the design of insurance products in the insurance company.

4.2. Simulation of the First Arrival Time. Suppose $\lambda = 40, \rho = 0.1, A = 5000, \alpha = 0.1, x = 2000, \beta = 1, p = 0.005, and q = 0.0005$ (in order to clear the trend of curve, in Figure 4, let $q = 0.0125$; in Figure 8, let $q = 0.005$). Random variables $X_k, Y_k,$ and $Z_k$ obey the exponential distribution with mean $\mu_X = 100, \mu_Y = 80, and \mu_Z = 60$, respectively. We obtained the trend chart of average time and the variance of time.

(1) The Trend Figure of Average Time. From Figures 2–5, we can clearly know that the first arrival time to reach a given level is a decreasing function of investment capital $A$ and investment interest rate $\alpha$ and is an increasing function of claim rate $\lambda p$ and surrender rate $\lambda q$.

In comparison, the change in the average time is more sensitive to the change of investment capital and investment rates and is not sensitive to the change of claim rate and surrender rate.

(2) The Trend Figure of Variance of the First Arrival Time. Figures 6–9 point out that the first arrival time to reach a given level is a decreasing function of investment capital $A$ and investment interest rate $\alpha$ and is an increasing function of claim rate $\lambda p$ and surrender rate $\lambda q$. In comparison, the change in variance is more sensitive to the change of investment capital and investment rates and is not sensitive to the change of claim rate and surrender rate.
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