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Cyber-physical systems (CPSs) connect with the physical world via communication networks, which significantly increases security risks of CPSs. To secure the sensitive data, secure forwarding is an essential component of CPSs. However, CPSs require high dimensional multiattribute and multilevel security requirements due to the significantly increased system scale and diversity, and hence impose high demand on the secure forwarding information query and storage. To tackle these challenges, we propose a practical secure data forwarding scheme for CPSs. Considering the limited storage capability and computational power of entities, we adopt bloom filter to store the secure forwarding information for each entity, which can achieve well balance between the storage consumption and query delay. Furthermore, a novel link-based bloom filter construction method is designed to reduce false positive rate during bloom filter construction. Finally, the effects of false positive rate on the performance of bloom filter-based secure forwarding with different routing policies are discussed.

1. Introduction

Over the past few years, the cyber-physical systems (CPSs) have attracted considerable attention due to their wide applications in various areas such as power grids [1], intelligent transportation systems [2], and aerospace systems [3]. Communication networks are the connecting links between CPSs and physical world. To defend the attacks from the external and internal of networks destroying the data exchange or stealing data, the CPSs need a secure data forwarding scheme to achieve an end-to-end protection for sensitive data [4].

The forwarders can alter, drop, and delay existing packets, thus sensitive data packets should only be forwarded by the entities that have secure forwarding capabilities. On one hand, CPSs could be large-scale systems including many different types of devices and data, such as smart grid systems; they require different security levels (e.g., high, medium, and low) on different security attributes (e.g., integrity, confidentiality, and availability) [5–7]. The high dimensional multiattribute and multilevel security requirements require efficient secure forwarding capability management and evaluations. On the other hand, the ever increased system scales of CPSs and diverse secure forwarding policies significantly increase the amount of secure forwarding information, which introduces the secure information storage and query problem to the entities which have limited storage capability and computational power (such as embedded devices in CPSs).

Bloom filters can achieve space-efficient storage with constant query delay, which have been applied in many applications [8]. In this paper, we propose a novel secure data forwarding scheme for large-scale CPSs that achieves well balance between the space-efficiency and query delay based on the bloom filters. Compared with traditional secure data forwarding schemes, the proposed scheme improves the space-efficiency while achieving a comparable query delay. However, bloom filters suffer from the false positive issues, which are especially undesirable for the secure forwarding information management and evaluation. A link-based
bloom filter construction method is further proposed to reduce the possibility of secure forwarding policies violation caused by the false positive issue.

Specifically, our main contributions in this work include the following.

(i) To the best of our knowledge, our work is the first attempt to design a generic and practical secure data forwarding scheme based on the high dimensional multiattribute and multilevel security requirements for large-scale CPSs.

(ii) We propose a bloom filter-based secure forwarding capabilities representation method, which improves the storage efficiency while achieving constant query delay. Furthermore, we derive the optimal secure forwarding information storage size.

(iii) To simplify the construction process of bloom filters and minimize the violation of security policies caused by the potential false positive issue, we design a novel link-based bloom filter construction method, with which the offspring entities construct their own bloom filters based on the incoming links from their respective parent entities.

(iv) Finally, we evaluate the performance of proposed secure data forwarding scheme with two classical routing protocols, for example, Open Shortest Path First (OSPF) and Greedy Perimeter Stateless Routing (GPSR) routing protocol. The impacts of false positive problem on the average length of routing path are investigated.

2. Preliminaries

2.1. System and Security Models. The CPS is consistent with amount of entities. Within the CPS, there are $M$ security attributes such as confidentiality, integrity, availability, and authentication [5, 9]. Each security attribute has $L$ security levels, such as high, medium, and low when $L = 3$. The security capability of an entity is described by its security label, which is determined based on the security labels of entities along the forwarding path.

(i) The entity $A$ satisfies the security requirement of the $m$th security attribute of a packet $p$ if and only if $l_m(A) \geq l_m(p)$.

(ii) We define that the security label of an entity $A$ dominates the security label of a packet $p$ if and only if $l_m(A) \geq l_m(p)$ (1 ≤ $m$ ≤ $M$) for all security attributes of packet $p$, denoted as

\[
\langle l_1, \ldots, l_M \rangle_A \geq \langle l_1, \ldots, l_M \rangle_p.
\]

The entity $A$ has secure capability to forward the packet $p$ if and only if the entity $A$ dominates the security label of the packet $p$.

2.2. Secure Forwarding Capability. To deliver a packet to its destination(s), we need to evaluate the forwarding capability of each potential forwarder for the given security label of the packet. However, the forwarding capability of an entity can not only be described by its security label, but also be jointly determined based on the security labels of entities along the forwarding path. Next, we use an example to clearly illustrate it. Considering a CPS with four entities, one packet with security label $(3, 2)$ needs to be forwarded to destination $D$, which is shown in Figure 1. In this case, although the security label of entity $A(3, 2)_A$ dominates the security label of the packet, $A$ still cannot forward the packet to its destination, because neither of the potential forwarders $B$ and $C$ has the capability to deliver the packet. This example shows that an entity has forwarding capability for a given packet if and only if there is a path between the entity and the destination along which all the entities have the capabilities to deliver the packet. Therefore, the secure forwarding capability of an entity ($E2E$ deliverable set) is determined by a set of security labels that an entity can receive (receivable set) and a set of security labels that its neighbors can forward to the destination ($E2E$ deliverable sets of neighbors).

The receivable set of an entity includes all security labels dominated by the entity’s security label, which is derived only based on its security label. For example, the receivable set for entity $A$ in Figure 1 is \{\{(1, 1), (1, 2), (2, 1), (2, 2), (3, 1), (3, 2)\}\}. On the other hand, according to the definition of forwarding capability, the $E2E$ deliverable set of an entity is the intersection between its receivable set and the union of $E2E$ deliverable sets of its neighboring entities. For instance, for the destination entity $D$, the $E2E$ deliverable sets for entities $B$ and $C$ are \{\{(1, 1), (1, 2), (2, 1), (2, 2)\}\} and \{\{(1, 1), (1, 2), (1, 3), (2, 1), (2, 2), (2, 3)\}\}, respectively. As the receivable set for entity $A$ is \{\{(1, 1), (1, 2), (2, 1), (2, 2), (3, 1), (3, 2)\}\}, the $E2E$ deliverable set of $A$ should be \{\{(1, 1), (1, 2), (2, 1), (2, 2)\}\}. For a given
3. Bloom Filter-Based E2E Deliverable Set

In this section, we first introduce the fundamentals of the bloom filter. Next, we analyze the optimal size of bloom filter-based E2E deliverable set. At last, we propose a link-based deliverable set construction approach to reduce the negative impact on security policies caused by the false positive problems.

3.1. Bloom Filter Fundamentals. A bloom filter (BF) is a bit vector with \( v \) bits, which is used to test whether an element is a member of a set. Initially, the bloom filter is an empty vector; all \( v \) bits are set to 0. Considering a set \( S = \{s_1, s_2, \ldots, s_N\} \) with \( N \) elements and \( K \) independent hash functions, to represent the set \( S \) to a \( v \)-bit bloom filter, each element \( s_n \) is mapped by the \( K \) independent hash functions to \( K \) positions \( h_1(s_n), h_2(s_n), \ldots, h_k(s_n) \) in the \( v \)-bit vector, all set to 1 (each bit might be set to 1 multiple times), where \( h_k() \) is the \( k \)th hash function, \( k \in \{1, 2, \ldots, K\} \). After all the elements of the set \( S \) are mapped to the \( v \)-bit vector, the \( v \)-bit vector is the bloom filter expression of \( S \), denoted as BF(S).

To query whether an element \( x \) is in the set \( S \), map \( x \) to \( K \) bit positions \( h_1(x), h_2(x), \ldots, h_k(x) \) of BF(S) via the \( K \) independent hash functions. If any of these \( K \) bit positions is 0, \( x \) is definitely not in the set \( S \). Otherwise, we conjecture that \( x \) is in the set [8]. The query delay of bloom filter is a constant, described by \( O(K) \), which is only determined by the number of hash functions and independent from the number of elements in the set.

However, bloom filter achieves the above advantages with cost of false positive. False positive problem results from the fact that several positions of BF are shared with multiple elements. If the positions of BF(S) indicated by hash function results of an element \( y \), \( h_1(y), h_2(y), \ldots, h_k(y) \) have been set to 1 by several other elements of set \( S \), but actually \( y \) is not in the \( S \), then the query result will be a false positive when it queries \( y \) in the BF(S). Therefore, the false positive problem should be paid more attention in the various application with bloom filter. The probability of such false positive for a given BF can be expressed as [8]

\[
f = \left(1 - \left(1 - \frac{1}{v} \right)^{NK} \right) \approx \left(1 - \exp\left(-\frac{NK}{v}\right) \right)^K,
\]

where \( v \) is the size of BF, \( N \) is the number of elements in the BF, and \( K \) is the number of independent hash functions.

3.2. BF-Based E2E Deliverable Set Size Optimization. Since bloom filter is a space-efficiency data structure with constant query delay, which is suitable to represent the E2E deliverable set at individual entities, in this section, we analyze the minimal size of BF-based E2E deliverable set.

Based on (2), the size of the E2E deliverable set can be calculated as

\[
v = \frac{-K}{\ln \left(1 - \frac{1}{\sqrt{f}} \right)} N,
\]

where \( N \) is the number of deliverable security labels inserted into the E2E deliverable set and \( f \) is the false positive rate of the deliverable set. Considering that many entities have limited storage space and computational power, we aim to minimize the sizes of the E2E deliverable sets with the false positive rate bound. Then, we can formulate our objective as an optimization problem as follows:

\[
\text{min} \quad v = \frac{-K}{\ln \left(1 - \frac{1}{\sqrt{f}} \right)} N,
\]

\[
\text{s.t.} \quad 0 \leq f \leq \varepsilon,
\]

\[
N = N_m,
\]

\[
K \in \mathbb{N},
\]

\[
given \quad N_m, \varepsilon.
\]

Constraint (5) is the bound on the false positive rate. Constraint (6) is the maximum number of elements in the E2E deliverable set of an entity.

According to (4), the size of the E2E deliverable set increases linearly with the number of security labels. Since \(-K/\ln(1 - \sqrt{f}) > 0, N > 0, \) and they are independent. To minimize the size of deliverable set, we define \(-K/\ln(1 - \sqrt{f})\) as the size factor, which can be optimized independently. The above optimization problem can be expressed as

\[
\text{min} \quad \frac{-K}{\ln \left(1 - \frac{1}{\sqrt{f}} \right)},
\]

\[
\text{s.t.} \quad K \in \mathbb{N}.
\]
The optimal number of hash functions for (8) can be obtained with interior point methods [14]. For a given false positive bound $\varepsilon$ with the optimal number of hash functions $K^*$, the size of the deliverable set is $[\lceil K^*/\ln(1 - \sqrt[4]{\varepsilon})\rceil]N_m$ bits.

Figure 2 shows the impacts of number of hash functions on the size factor, that is, (8), with different false positive bounds, where the optimal number of hash functions with different false positive bounds is marked as black square. From the figure we can see that, with the decrease of false positive rate bounds, the size factor and optimal number of hash functions are increased. Since the size of bloom filter-based deliverable set and query delay are proportional to the size factor and optimal number of hash functions, respectively, then the decrease of false positive rate bounds also leads to the increased size of bloom filter-based deliverable set and query delay. For example, the false positive rate bound decreases from $10^{-1}$ to $10^{-3}$, the optimal size of deliverable set and corresponding number of hash functions increases from 4.83$N_m$ bits and 3 to 14.3776$N_m$ and 10, respectively.

3.3. E2E Deliverable Set Construction. Adopting the bloom filter to represent the E2E deliverable set can achieve efficient storage and forwarding capability query delay, but the false positive problem is introduced in forwarding capability query. To reduce the negative impact of security policies caused by the false positive problems; in this section, we design a link-based method to construct the bloom filter-based E2E deliverable set, with which each entity constructs its E2E deliverable set based on the incoming links of its neighboring entities.

3.3.1. Set Operations of Bloom Filter. Before designing the E2E deliverable set construction method, we introduce two common set operations of bloom filter such as union and intersection, because they can simplify the E2E deliverable set construction process in this work.

Considering two sets $S_A$ and $S_B$, as well as their corresponding bloom filters $BF(S_A)$ and $BF(S_B)$, the properties of union and intersection operations can be presented by the following two theorems [15].

The union of $BF(S_A)$ and $BF(S_B)$ can be represented by a logical or operation between their bloom filters.

**Theorem 1.** If $BF(S_A \cup S_B)$, $BF(S_A)$, and $BF(S_B)$ have the same length and hash functions, then $BF(S_A \cup S_B) = BF(S_A) \cup BF(S_B)$.

The intersection of $BF(S_A)$ and $BF(S_B)$ can be represented by a logical and operation between their bloom filters.

**Theorem 2.** If $BF(S_A \cap S_B)$, $BF(S_A)$, and $BF(S_B)$ have the same length and hash functions, then $BF(S_A \cap S_B) = BF(S_A) \cap BF(S_B)$ with probability $(1 - 1/m)^{K_A \times |s_A - S_A| + K_B \times |s_B - S_B|}$, where $K$ is the number of hash functions.

According to the above two theorems, we can observe that using the intersection operations of bloom filter cannot always get the accurate bloom filter of two corresponding sets intersection, but using the union operation can get the accurate bloom filter of two corresponding sets union. Therefore, to minimize potential false positive rate, we should only utilize the union operation of bloom filters for E2E deliverable set construction.

3.3.2. Bloom Filter Construction. The bloom filter is used to store all the security labels of E2E deliverable set. As mentioned in Section 2.2, the E2E deliverable set of an entity is the intersection set between its receivable set and the union of E2E deliverable sets of its neighboring entities. Intuitively, each entity do union operation among all the bloom filter-based E2E deliverable sets of its neighbors firstly, then do the intersection operation between its own bloom filter-based receivable set and the union result to obtain its bloom filter-based deliverable set. However, due to the potential false positives for intersection operations in Theorem 2, this intuitive solution cannot work well in practice. For example, assume there are two sets $S_A = \{s_1, s_2\}$ and $S_B = \{s_3, s_4\}$, with their bloom filter representations as $BF(S_A) = [1010011]$ and $BF(S_B) = [1100110]$, respectively. Although $S_A \cap S_B = \emptyset$, $BF(S_A) \cap BF(S_B) = [1000010]$ is not an empty bloom filter due to the false positive caused by bloom filter intersection operations.

To reduce the impact of intersection operation on false positive rate, we should only perform the union operation to construct the bloom filter-based E2E deliverable set. Therefore, we introduce a link-based bloom filter construction scheme to construct the bloom filter-based E2E deliverable set. The scheme consists of three phases: link security label calculation, link bloom filter construction, and bloom filter-based E2E deliverable set construction. Next, we elaborate each of the three phases in detail with a walkthrough example in Figure 3. In the example, assuming that entities $A$ and $B$ have constructed their deliverable sets, we mainly focus
on investigating how to construct the bloom filters for intermediate nodes, such as C and D.

**Link Security Label Calculation.** The link security label is used to describe the maximum forwarding capability between two entities, which is defined as the lower level of each attribute for these two entities; that is, \( \langle l_1, \ldots, l_M \rangle_{AB} = \langle \min[l_1(A), l_1(B)], \ldots, \min[l_M(A), l_M(B)] \rangle \). The link security label is used to filter the deliverable security labels of this link. For example, as shown in Figure 4, \( \langle 2, 1 \rangle_A \) and \( \langle 2, 2 \rangle_C \) are security labels of entities A and C. Then the security label of link AC is \( \langle \min[2, 2], \min[1, 2] \rangle = \langle 2, 1 \rangle_{AC} \).

**Link Bloom Filter Construction.** The link bloom filter contains the security labels which can be delivered by either end of entities. To insert a security label into the link bloom filter, an entity which has already constructed its bloom filter extracts one of the security labels within its bloom filter and then compares it with the link security labels of all associated links. If the extracted label is dominated by the link security label, then it will be inserted into the corresponding link bloom filter.

For example, since A has constructed its bloom filter, the security label of A is \( \langle 2, 1 \rangle_A \) and its bloom filter is \[1001010\]. Firstly, entity A extracts each of its security labels \( \langle 1, 1 \rangle \) and \( \langle 2, 1 \rangle \) from its constructed bloom filter, which is shown in Figure 5(a). Then, entity A compares each of them with link security labels of AC and AD. Security label \( \langle 1, 1 \rangle \) is dominated by both link security label of AC and AD, \( \langle 2, 1 \rangle_{AC} \) and \( \langle 1, 1 \rangle_{AD} \); then \( \langle 1, 1 \rangle \) is inserted into the bloom filters of link AC and AD. Similarly, \( \langle 2, 1 \rangle \) is only dominated by \( \langle 2, 1 \rangle_{AC} \); then \( \langle 2, 1 \rangle \) is inserted into the bloom filter of link AC. The above processes are shown in Figure 5(b).

**Bloom Filter-Based E2E Deliverable Set Construction.** After the link bloom filters are constructed for an entity, the entity simply performs the union operation among all its link bloom filters to obtain its bloom filter-based E2E deliverable set. For example, assuming the bloom filters of link AC and BC are \[1010110\] and \[1110111\], entity C performs the union operation between the two link bloom filters of link AC and BC to obtain its bloom filter-based E2E deliverable set \[1110111\], which is shown in Figure 6.

### 4. Secure Forwarding

After all the E2E deliverable sets are constructed, the forwarding capability of each entity is expressed as a bloom filter with its security label. In this section, we design the bloom filter-based secure data forwarding scheme. To deliver a packet to its destination(s), we need to evaluate the forwarding capability of each potential forwarder for the given security label of the packet; the forwarding capability evaluation is implemented via bloom filter query. The objective of forwarding capability query is that the source entity or a forwarder judges which neighbors have the capability to forward the packet to destination(s). This is a forwarder candidates selection process, whose outputs are the feasible forwarders satisfied the secure forwarding policy. The final forwarder is decided by routing policy, such as shortest path routing protocols and geographic routing protocols. The bloom filter-based forwarding capability query can be added to any security aware routing protocols as a middleware.

The forwarding capability query process has two steps. Firstly, the forwarder compares the security label of the packet with the security labels of its neighbors; secondly, if the security label of the packet is dominated by the neighbor’s security label, then, query whether the security label of packet is in the bloom filter-based deliverable set of this neighbor. If the security label can be extracted from the E2E deliverable set, this entity is selected as a forwarder candidate. In particular, the false positive problem will not lead to the fact that packets are forwarded to the entities which have no capability to receive the packets; this is because the fact that the forwarder compares the security label of the packet with the security labels firstly.

After all the forwarder candidates are selected from the neighbors by relay entities or source entity; the forwarder selects the best candidate as the final forwarder according to the routing policy. In this work, we select two classic routing protocols, such as shortest path routing protocol and geographic routing protocol, which are combined with bloom filter-based forwarding capability query to implement the secure forwarding.

Shortest path routing is the most widely used routing protocol; Open Shortest Path First (OSPF) routing protocol is selected as it is the most typical shortest path routing. OSPF collects link state information from available entity and constructs a topology map of the network. The topology is presented as a routing table, and it computes the shortest path tree for each route using a method based on Dijkstra’s algorithm [16]. Bloom filter-based E2E deliverable set introduces the false positives into the forwarding capability query, which may lead to the wrong routing decision; that is, an entity is selected as the forwarder that cannot forward the data to the destination(s). When a false positive occurs, the packet will be forwarded continuously until a forwarder who cannot find the next forwarder to the destination(s) without routing loop. In this case, the false positive can be detected. When a node detects a false positive, the false positive recovery mechanism will be implemented [17]. When a false positive is detected, the forwarder marks the packet as the recovery packet and unicasts the data back to the previous forwarder.
Figure 4: Calculate the link security label.

Figure 5: Link bloom filter construction.

Figure 6: Bloom filter-based E2E deliverable set construction.
Once an entity receives the recovery data, it will select another forwarder to forward this data. If it fails again, the recovery mechanism will be implemented recursively. The worst case is a full exploration of the entities which have the ability to forward this packet. But, in practice, for the given reasonable desired false positive rate, the recovery mechanism is rarely implemented.

We select Greedy Perimeter Stateless Routing (GPSR) as another routing policy which is a typical geographic routing [18]. The packets are forwarded to neighboring entity which is closer to the destination based on a local point of view. The above greedy forwarding mechanism may lead into a dead end, where there is no neighbor closer to the destination, which means there is a void. If a void is detected, GPSR will activate the Planar Perimeters mode and adopt right hand rule to bypass void. The Planar Perimeters mode of GPSR can provide good insight about the effect of false positive on the forwarding routing path of routing protocols.

5. Performance Evaluation

In this section, we evaluate the performance of bloom filter-based secure forwarding scheme through extensive simulations.

5.1. Simulation Setting. We simulate a large-scale CPS with 1000–1500 entities randomly deployed nodes. The average number of neighbors of an entity varies from 20 to 30, and a sink deployed in the center of the field. The default number of attributes of CPS is set to 10. The default number of security levels is set as $L = 4$; each security attribute is generally classified into four levels, such as high, medium, low, and not applicable [5]. The default false positive rate bound $\varepsilon$ is set as $10^{-2}$. The presented results are average over 30 runs. We select the bitmap [17] scheme as the baseline, in which the deliverable set is represented to a bit vector. Each bit corresponds to a unique deliverable security label. Therefore, the bitmap can provide accurate forwarding capability query results without false rate.

5.2. Performance Evaluation. In this section, we compare the E2E deliverable set size and query delay between bitmap and bloom filter scheme. As mentioned in Section 2.1, considering the diversity of various entities, each kind of entity only supports a subset of attributes [10, 19], and packets normally also only require a subset of attributes of the system according to their functionalities, so we define the maximum number of attributes that a packet requires as the number of effective security attributes, whose default number is set as 6 in this work.

5.2.1. E2E Deliverable Set Size. In this section, we investigate the optimal sizes of the two different schemes under different false positive rate bounds, different number of security levels, and different number of effective security attributes. Since packets normally also only require a subset of attributes of the system, the total number of effective security labels of the packets that the system supports can be calculated as $\sum_{i=0}^{M_p} \binom{M}{i} (L - 1)^i$, where $M_p$ is the number of effective security attributes, which is also the size of bitmap-based E2E deliverable set. Similarly, the maximum number of effective security labels of each entity, $N_m$, is $\sum_{i=0}^{M} \binom{M}{i} (L - 1)^i$, where $M$ is the maximum number of security attributes that entities can support. The security level on each attribute is randomly assigned. The optimal size of BF-based E2E deliverable set, $\lceil -K^* / \ln(1 - \sqrt{\varepsilon}) \rceil N_m$ bits, is derived based on the optimization function (8) in Section 3.2.

Impact of False Positive Rate Bound. The bloom filter achieves the space-efficiency with the cost of false positive rate, so we first study the effect of false positive rate bound on the size of E2E deliverable set. Figure 7 shows the sizes of two schemes when false positive rate bound varies from $10^{-4}$ to $10^{-1}$. The BF-based scheme requires smaller size when the false positive rate bound becomes larger, which is intuitive. We can see that the size of BF-based deliverable set outperforms the bitmap-based scheme with any given false positive rate bounds. For example, even in the case when false positive rate is $10^{-4}$, the size of BF-based deliverable set only achieves $32\%$ of the size of bitmap-based deliverable set. This is because the fact that the BF-based deliverable set only needs to store effective security labels of each entity, but all the effective security labels of the packets that the system supports need to be stored in bitmap-based deliverable set.

Impact of the Number of Security Levels. Since the maximum number of effective security labels in the E2E deliverable set of each entity is determined by the number of security levels, we study the effect of the number of security levels on the size of E2E deliverable set. Figure 8 shows the sizes of two schemes under different number of security levels. When the number of security levels varies from 2 to 6, the advantage on space-efficiency of BF becomes more obvious. For example, when $L = 2$, comparing with the bitmap, BF-based deliverable set size is a little large compared to that of bitmap scheme; however, when the number of security levels increases to 6, the size improvement of BF achieves about 90%. This is because that the gap between the maximum number of effective security labels of system and that of entities becomes larger with the increase of security levels.

Impact of the Effective Security Attributes. The number of effective security attributes also impacts the maximum number of effective security labels in the E2E deliverable set; then it further affects the storage consumption of entities. Here, the number of effective security attributes varies from 1 to 10; the maximum number of attributes that an entity can support equals the number of effective security attributes. Figure 9 shows the sizes of two schemes under different percentage of effective security attributes. With the percentage of effective security attributes increasing, the sizes of BF-based deliverable set increase as well. When the number of effective security attributes of entities is less than 80% of system attributes, comparing with bitmap, the BF scheme has smaller size. While the number of effective security attributes of entities exceeds 80% of system attributes, the maximum
number of security labels of E2E deliverable set is comparable to the number of security labels that the system supports, so the sizes of BF scheme exceed the bitmap. When the percentage of effective security attributes achieves 40%, the sizes of BF and bitmap are 307 Bytes and 2586 Bytes; the size improvement of BF achieves more than 88%.

5.2.2. Query Delay. In this section, we examine the query delay of two different schemes under different false positive rate bounds. The query delay of bitmap is $O(1)$, as it is a one-to-one mapping. For a given false positive rate bound, the query delay of BF scheme can be evaluated by the optimal number of hash operations $O(K^*)$, which are derived based on the optimization function (8) in Section 3.2.

Figure 10 shows the optimal number of hash operations under different false positive rate bounds of BF scheme.

As false positive rate bound decreases, the number of hash operations of BF increases, which means that the query delay is increased. This is because the optimal number of hash functions is increased with smaller false positive rate. For example, when the false positive rate bound decreases from $10^{-1}$ to $10^{-4}$, the optimal number of hash operations of BF increases from 3 to 13.

5.2.3. Average Length of Routing Path. Utilize the bloom filter to represent the E2E deliverable set of entities; the false positive problem may lead the forwarder to make wrong routing decision; then the length of routing path may be stretched. In this section, we investigate the impact of false positive rate bound of E2E deliverable set on the average length of routing path of OSPF routing with recovery mechanism and GPSR routing. We select the OSPF with
Impact of the False Positive Rate Bounds. Figure 11 shows the average length of routing path of three different secure forwarding schemes under different false positive rate bounds. When the false positive rate bound is less than $10^{-3}$, the average length of routing path of OSPF with recovery mechanism and GPSR routing almost keep the same; this is because the incorrect forwarding capability query results rarely occur when the false positive rate bound is less than $10^{-3}$. With the increase of false positive rate bound, the average length of routing path also increases, which resulted from the increased possibility of the routing protocol triggering a recovery mechanism [17] of OSPF and Planar Perimeters mode [18] of GPSR to reach the destination via longer path. For example, comparing the cases of false positive rate bound of $10^{-4}$ and $10^{-1}$, the average length of routing path of OSPF and GPSR is stretched about 5% and 7%. The above results demonstrate that the routing path of bloom filter-based secure forwarding scheme is not stretched obviously when the appropriate false positive rate bound is selected. Furthermore, the average length of GPSR routing is still larger than that of OSPF routing, even when the recovery mechanism of OSPF is usually activated; this is because the GPSR routing wastes more routing path on detouring the void.

Impact of the Average Number of Neighbors. The average length of routing path of different schemes is also impacted by the average number of neighbors of an entity. Figure 12 shows the average length of routing path of different schemes with different number of neighbors, where the false positive rate bound is $10^{-1}$. When the average number of neighbors increases from 20 to 30, the average length of routing path of the three schemes is also decreased. The decreasing rate of GPSR is faster than OSPF with bloom filter-based E2E deliverable set; this is because the fact that probability of void is decreased quickly with increase of number of neighbors.

6. Related Work

Two important research topics are involved in this work: secure aware routing and bloom filter application in computer systems. We briefly survey the related works of these two topics in this section.

6.1. Secure Aware Routing. Existing research efforts on security aware routing can be classified into two categories: security reactive routing and security proactive routing [20].

The security reactive routing protocols maintain the network topology in the form of routing tables by periodically

![Figure 11: Impact of false positive rate bounds on average forwarding hops.](image1)

![Figure 12: Impact of average of number of neighbors on average forwarding hops.](image2)
exchanging security routing information. SEAD [26] and SLS [27] are two typical security proactive routing protocols. SEAD uses a one-way hash function for authenticating to distinguish update messages that are received from nonmalicious nodes and malicious nodes. SLS is a secure link state protocol, which adopts one-way hash function and a public key cryptosystem to ensure the security of link state updates.

Our work is the first attempt to efficiently represent amount of secure state information to achieve storage efficiency, quick query, and easy to maintain requirements, which is compatible with existing secure aware routing protocols.

6.2. Bloom Filter Application in Computer Network. Bloom filter is a space-efficient data structure that supports set membership queries with constant delay; therefore, bloom filters and its variants have been widely used in computer network and distribution system [28, 29], such as packet forwarding, information-guided routing, and supporting security operations.

Bloom filters are very useful tools for fast packet forwarding. A bloom filter-based longest-prefix matching algorithm is introduced in [30]. The basic idea is to determine the longest matching prefix membership in sets of prefixes sorted by prefix length via parallel queries of bloom filters and then look up the routing results in a large hash table directly. Yu et al. propose the BUFFALO architecture, which uses a small SRAM to store one bloom filter of the addresses to perform the flat address lookup in the data-center network [31]. Duquennoy et al. adopt the bloom filter to store the knowledge of the subtree of the nodes for routing protocol for low-power and lossy networks with tree topology [17]. Different from these works, we focus on using one bloom filter to store secure forwarding information in CPS.

Bloom filters have also been used for information-guided routing [32–34], which adopt bloom filter-based probabilistic algorithms to locate the objects. Kumar et al. introduce exponentially decaying bloom filter in [35], which is a representation of a set of objects of nodes. The basic idea is that the nodes propagate its object information in bloom filter with exponentially decay within the given range. Meanwhile, each node can obtain the incomplete object information of the other nodes via the union of all received bloom filters. Then, the query results of bloom filter of nodes can be used to guide the random walk to locate the objects. Using the similar design, Acer et al. present the weak state routing for large and dynamic networks [33]. Our “link-based bloom filter construction” scheme is similar to their basic idea of utilizing the union operation of bloom filter to obtain the object information of neighboring nodes. Different from decay model, we utilize the link security label to filter the elements to be inserted into the link bloom filter, which can avoid the entity bloom filter becoming a vector of ones.

Bloom filters have also been used for supporting security operations, such as flow admission [36] and attack detection [36–38]. To achieve immediate broadcast authentication and avoid the security vulnerability, Ren et al. propose an efficient public-key-based schemes integrating bloom filters with partial message recovery signatures and Merkle hash trees [36]. To detect the bogus sensing reports in wireless sensor networks, Ye et al. propose a bloom filter-based statistical en-route filtering approach to detect and drop such false reports [37]. In [38], Shieh et al. adopt bloom filter to detect the replay attacks in the Trickle stateless network stack and transport protocol. Different from these works, we adopt bloom filter to represent the forwarding capability in a space-efficient way, which can assist entities to find an appropriate secure data forwarding path with a constant delay. The bloom filter-based deliverable set representation scheme can be added to the other secure routing protocols of CPS as the access control middleware.

7. Conclusions

In this paper, we design a practical secure data forwarding scheme for large-scale cyber-physical systems based on the multiattribute and multilevel security requirements, in which the secure forwarding capability information of each entity is represented as a bloom filter. We derived the optimal size of bloom filter and corresponding query delay. Furthermore, we design a novel link-based bloom filter construction method to control the false positive rate of the constructed bloom filter. Finally, the impact of false positive rate bound of forwarding capability query on the average length of secure routing path is investigated. The space-efficiency and comparable query delay of proposed scheme with bloom filter are verified through simulations.
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