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We consider the infinite-dimensional dynamical control systems described by nonlinear impulsive stochastic evolution differential equations. Sufficient conditions for the complete controllability of nonlinear impulsive stochastic systems are formulated and proved under the reasonable assumption that the corresponding linear system is completely controllable.

1. Introduction

The impulsive differential systems are valuable tools in the modelling of many processes in which states are changed abruptly at certain moment of time, involving such fields as engineering, physics, and economics, and so forth; see [1–3]. It is well-known that the evolution differential system theory is a generalization of classical theory. So some partial differential systems can be changed into the abstract evolution systems by using semigroup technique. Then the researchers can easily discuss the properties of the partial differential systems by classical differential theory; for more details one can see [4].

The purpose of this paper is to discuss the controllability of the impulsive stochastic evolution systems driven by fractional Brownian motion as the following form:

\[ dx(t) = \left[ A(t)x(t) + B(t)u(t) + f(t, x(t), u(t)) \right] dt + \sigma(t) dB^H(t), \quad t \in J := [0, b], \quad t \neq t_k, \]

\( \Delta x(t_k) = I_k(x(t_k)), \quad t = t_k, \quad k = 1, 2, \ldots, p, \)

\( x(0) = x_0, \)

where \( A(t) \) generates an evolution system \( U(t,s) \) on a Hilbert space \( X, f : J \times X \times U \rightarrow X, \sigma : J \rightarrow X \). The control function \( u(t) \) takes value in \( V = L_2(J, U) \), and \( U \) is a Hilbert space, \( B \) is a linear operator from \( \tilde{V} \) into \( L_2(J, X) \), \( I_k : X \rightarrow X (k = 1, 2, \ldots, p) \), and \( B(t) \) is a \( f \)-BM with Hurst index \( H \in (1/2, 1) \) defined in a completely probability space \( (\Omega, \Gamma, P) \). Further, \( 0 = t_0 < t_1 < \cdots < t_p < t_{p+1} = b \) and \( x(t_k) \) and \( x(t'_k) \) represent the right and the left limits of \( x(t) \) at \( t = t_k \). Also, \( \Delta x(t_k) = x(t'_k) - x(t_k) \) represents the jump in the state \( x \) at time \( t_k \) with \( I_k \) determining, \( PC(J, X) = \{ x : J \rightarrow X \} \) is continuous for \( t \neq t_k, x(t'_k) \) and \( x(t_k) \) exist with \( x(t'_k) = x(t_k), k = 1, 2, \ldots, p \), and \( x_0 \) is a random variable satisfying \( E\|x_0\|^2 < \infty \).

It is well-known that the noise or perturbations of a stochastic system are typically modeled by a Brownian motion, such as the Gauss-Markov. This process has independent increments. However, many researchers have found that the standard Brownian motion is not an effective process in modeling many physical phenomena. A family of process that seems to have wide physical applicability is fractional Brownian motion (fBM). This process was first introduced by Kolmogorov in 1940. Mandelbrot and Van Ness studied the applications of the fBM process soon after. Since then various forms of equations have been studied based on different settings. For example, the case of finite-dimensional equations has been studied by Besalú and Rovira [5], Unterberger [6], and Nguyen [7], and the case of infinite-dimensional equations in a Hilbert space has been considered by Boufoussi and Hajji [8], Caraballo et al. [9], and Ahmed [10].
One of the basic qualitative behaviors of a dynamical system is controllability, which was first researched by Kalman [11] in 1963. It means that it is possible to steer a dynamical control system from an arbitrary initial state to an arbitrary final state using the set of admissible controls. Many researchers have paid close attention to the study of the controllability for dynamical systems since then. There are many different methods for dealing with the controllability problems for various types of nonlinear stochastic systems. Subalakshmi and Balachandran [12] studied the approximate controllability of nonlinear stochastic impulse systems in Hilbert spaces by using Nussbaum's fixed point theorem. In [13], by using stochastic Lyapunov-like approach, sufficient conditions for stochastic ε-controllability are formulated. Balachandran et al. [14] researched the controllability of semilinear stochastic integrodifferential systems by using the Picard type iteration. By using the contraction mapping principle, Mahmudov and Zorlu studied the controllability [15] for nonlinear differential systems by using the Picard type iteration. Moreover, there are some researchers discussing the controllability for the stochastic system driven by fractional Brownian motion; for example, see [10, 16]. However, the above authors only consider that A is an infinitesimal generator of a strongly continuous semigroup. But in our work (1), A(t) generates an evolution system \( U(t, s) \) on a Hilbert space \( H \). If \( A(t) \equiv A \) and \( B(t) \equiv B \), the works [7, 8] are the special cases. We only assume that the linear system is completely controllable. By using the Cauchy-Schwarz inequality, Banach fixed point theorem, and so forth, we prove that the nonlinear system is completely controllable.

The rest of this paper is organized as follows. In the next section, we will introduce some useful preliminaries. In Section 3, some sufficient conditions are established to guarantee the existence and uniqueness of mild solutions of system (1). In Section 4, we will study the completely controllability for nonlinear impulsive stochastic evolution systems. Finally, we present an example to illustrate our main results.

### 2. Preliminaries

Now we introduce some basic definitions, preliminaries, and notations which are used throughout this paper.

Let \((\Omega, \Gamma, P)\) be a complete probability space with probability measure \( P \) on \( \Omega \). \( L_2(\Omega, \Gamma, P) \) denotes the Hilbert space of all \( \Gamma \)-measurable square integrable random variables with values in \( X \). \( L_2(J, X) \) is the Hilbert space of all square integrable and \( \Gamma \)-measurable processes with values in \( X \). \( C(J, L_2(\Omega, \Gamma_0, P)) \) denotes the Banach space of continuous maps from \( J \) into \( L_2(\Omega, \Gamma_0, P) \) satisfying \( \sup_{t \in J} E\|x(t)\|^2 < \infty \).

In order to define the solution of problem (1), we introduce the space \( PC(J, L_2(\Omega, \Gamma, P)) \) formed by all \( \Gamma \)-adapted, \( X \)-valued processes \( \{x(t) : t \in J\} \) such that \( x \) is continuous at \( t \neq t_k \) and \( x(t_k^-) \) and \( x(t_k^+) \) exist with \( x(t_k^-) = x(t_k) \), \( k = 1, 2, \ldots, p \).

In this paper, we assume that \( PC(J, L_2(\Omega, \Gamma, P)) \) is endowed with the norm

\[
\|x\|_{PC} = \left( \sup_{t \in [0, b]} E\|x(t)\|^2 \right)^{1/2}.
\]

Then, \( (PC(J, L_2(\Omega, \Gamma, P)), \|\cdot\|_{PC}) \) is a Banach space (see [17]). We also introduce some basic definitions on fractional Brownian motion (fBm).

Let \((\Omega, \Gamma, (\Gamma_t, t \in [0, b]), P)\) be a complete probability space with a filtration satisfying the standard conditions.

**Definition 1.** The fractional Brownian motion (fBm) with Hurst index \( H \in (0, 1) \) is a Gaussian process \( B^H_t = \{B^H_t, \Gamma_t, t \in [0, b]\} \), having the properties \( \mathbb{E}B^H_t = 0 \), \( \mathbb{E}B^H_t = 0 \), and \( \mathbb{E}B^H_t B^H_s = (1/2)(s^{2H} + t^{2H} - |t - s|^{2H}) \).

Let \( b > 0 \), for a linear space \( Y \); there exists \( R \)-valued step function \( \phi \in Y \) on \([0, b]\), such that

\[
\phi(t) = \sum_{i=1}^{n-1} z_i x(t_{i+1})(t),
\]

where \( t \in [0, b], x_i \in R \) and \( 0 = t_1 < t_2 < \cdots < t_n = b \). For \( \phi \in Y \), the Wiener integral with respect to \( B^H \) can be defined as

\[
\int_0^b \phi(s) dB^H(s) = \sum_{i=1}^{n-1} z_i (B^H(t_{i+1}) - B^H(t_i)).
\]

Let \( \mathcal{H} \) be a Hilbert space, which is defined as the closure of \( Y \) with respect to the scalar product \( \langle \chi_{[0,b]}, \chi_{[0,a]} \rangle_{\mathcal{H}} = R_H(t, s) \). Then the mapping

\[
\phi = \sum_{i=1}^{n-1} z_i x(t_{i+1}) \mapsto \int_0^b \phi(s) dB^H(s)
\]

is an isometry between \( Y \) and the linear space span \( \{B^H(t) : t \in [0, b]\} \), which can be extended to an isometry between \( \mathcal{H} \) and the first Wiener chaos of the fBm span \( \{B^H(t) : t \in [0, b]\} \) (see [18]). The image of an element \( \phi \in \mathcal{H} \) by this isometry is called the Wiener integrals of \( \phi \) with respect to \( B^H \).

Next we give an explicit expression of this integral. Let us consider the Kernel

\[
K_{\mathcal{H}}(t, s) = c_{\mathcal{H}} s^{1/2-H} \int_s^t (z-s)^{H-3/2} z^{1/2-H} dz,
\]

where \( c_{\mathcal{H}} = (H(2H-1)/B(2-2H,H-1/2))^{1/2} \) (Beta function) and \( t > s \). It is easily shown that

\[
\frac{\partial K_{\mathcal{H}}(t, s)}{\partial t} = c_{\mathcal{H}} \left( \frac{t}{s} \right)^{H-1/2} (t-s)^{H-3/2}.
\]

Let \( \mathcal{K}_{\mathcal{H}} : Y \to L^2([0, b]) \) be the linear operator, which is defined as

\[
\mathcal{K}_{\mathcal{H}} \phi(s) = \int_s^t \phi(t) \frac{\partial K_{\mathcal{H}}(t, s)}{\partial t} dt.
\]
Then \((\mathcal{H}_0X_{[0,b]})(s) = K_{\mathcal{H}}(t, s)X_{[0,b]}(s), \) and \(\mathcal{H}_0\) is an isometry between \(Y\) and \(L^2([0,b])\) which can be extended to \(\mathcal{H}_0\).

We denote \(L^2_{\mathcal{H}}([0,b]) = \{\phi \in \mathcal{H} : \mathcal{H}_0\psi \in L^2([0,b])\}, \) since \(H > 1/2\); then we get
\[
L^{1/2}_{\mathcal{H}}([0,b]) \subset L^2_{\mathcal{H}}([0,b]).
\]

Moreover, the following lemma holds.

**Lemma 2** (see [19]). For \(\phi \in L^{1/2}_{\mathcal{H}}([0,b]),\)
\[
\begin{align*}
\int_0^b \|\phi (r)\|_2 |r-u|^{2H-2} dr dz & \leq C \|\phi\|_{L^{1/2}_{\mathcal{H}}}^3. \tag{10}
\end{align*}
\]

Let \((U, \{\cdot, \cdot\}_U)\) and \((V, \{\cdot, \cdot\}_V)\) be separable Hilbert spaces. \(L(V, U)\) denotes the space of all bounded linear operator from \(V\) to \(U\) and \(Q \subset L(V, V)\) is a nonnegative self-adjoint operator. Denote by \(L^0_Q(V, U)\) the space of all \(\xi \in L(V, U)\) such that \(Q^{1/2}\) is a Hilbert-Schmidt operator; the norm is given by
\[
\|\xi\|_{L^0_Q(V, U)}^2 = \|Q^{1/2}\|_{HS}^2 = \text{tr}(Q^*) . \tag{11}
\]

Then \(\xi\) is a \(Q\)-Hilbert-Schmidt operator from \(V\) to \(U\).

Let \(\{B_n(t)\}_{n \in \mathbb{N}}\) be a sequence of two-side one-dimensional fBm, which is mutually independent on the complete probability space \((\Omega, \Gamma, \mathbb{P})\), \(\{e_n\}_{n \in \mathbb{N}}\) be a complete orthonormal basis in \(V\). One defines the \(V\)-valued stochastic process \(B^H_Q\) as
\[
B^H_Q(t) = \sum_{n=1}^{\infty} B_n(t) Q^{1/2} e_n, \quad t \geq 0. \tag{12}
\]

If \(Q\) is a nonnegative self-adjoint trace class operator, then \(\sum_{n=1}^{\infty} B_n(t) Q^{1/2} e_n \geq 0\) converges in the space \(V\); that is, it holds that \(B^H_Q(t) \in L^2(\Omega, V)\). Then, we can say that \(B^H_Q(t)\) is a \(V\)-valued \(Q\)-cylindrical fBm with covariance operator \(Q\).

**Definition 3.** Let \(\psi : [0,b] \rightarrow L^0_Q(V, U)\) such that
\[
\sum_{n=1}^{\infty} \|\mathcal{H}_0(\psi Q^{1/2} e_n)\|_{L^2([0,b], U)} < \infty. \tag{13}
\]

Then for \(t \geq 0\), its stochastic integral with respect to the fBm \(B^H_Q\) is defined as
\[
\int_0^t \psi (s) dB^H_Q (s) = \sum_{n=1}^{\infty} \int_0^t \psi (s) Q^{1/2} e_n dB^H_n (s) = \sum_{n=1}^{\infty} \int_0^t (\mathcal{H}_0 (\psi Q^{1/2} e_n)) (s) dB^H_Q (s), \tag{14}
\]

where \(W\) is a Wiener process.

Notice that if
\[
\sum_{n=1}^{\infty} \|\psi Q^{1/2} e_n\|_{L^2([0,b], U)} < \infty, \tag{15}
\]

then in particular (15) holds, which follows immediately from (13).

The following lemma is obtained as a simple application of Lemma 2.

**Lemma 4** (see [19]). For any \(\psi : [0,b] \rightarrow L^0_Q(V, U)\) such that \(\sum_{n=1}^{\infty} \|\psi Q^{1/2} e_n\|_{U} < \infty\) is uniformly convergent for \(t \in [0,b]\), and for any \(p, q \in [0,b]\) with \(p > q\),
\[
\int_q^p \|\psi (s)\|_{U}^2 ds. \tag{16}
\]

Then
\[
\int_q^p \|\psi (s)\|_{U}^2 \leq c H (2H-1) (p-q)^{2H-1} \int_q^p \|\psi Q^{1/2} e_n\|_{U}^2 ds. \tag{17}
\]

where \(c = c(H)\).

In the following, let us give some basic properties of the operator \(A(t)\).

Let \(\{A(t) : t \in J\}\) be a family of linear operators and satisfy the following:

\(A_1\) The domain \(D(A(t)) = D(A(t))\) is dense in \(H\) and independent of \(t\), and \(A(t)\) is a closed linear operator.

\(A_2\) For each \(t \in J\), the resolvent \(R(\lambda, A(t))\) exists for all \(\lambda \) with \(\text{Re} \lambda \leq 0\) and there is a constant \(M > 0\) such that \(\|R(\lambda, A(t))\| \leq M(\|\lambda\| + 1)\).

\(A_3\) For \(t, s, \tau \in J\), there exist constants \(H > 0\) and \(\alpha \leq 1\) such that
\[
\|A(t) - A(s)\| A^{-1}(\tau) \leq H |t - s|^{\alpha}. \tag{18}
\]

To establish the framework for our main controllability results, we will introduce the following definitions.

**Definition 5** (see [4]). A two-parameter family of bounded linear operators \(U(t,s), 0 \leq s \leq t \leq b\) on \(H\) is called an evolution system if the following two conditions are satisfied:

\(i\) \(U(t,t) = I, U(t,r) U(r,s) = U(t,s)\) for \(0 \leq s \leq r \leq t \leq b\).

\(ii\) \((t,s) \rightarrow U(t,s)\) is strongly continuous for \(0 \leq s \leq t \leq b\).
Definition 6. X-valued process \( x(t) \) is called a mild solution of (1), if \( x(0) = x_0, x(t) \) and
\[
	ext{such that, for each } x, y \in H,
\begin{align*}
\|I_k(x) - I_k(y)\| &\leq c_k \|x - y\|, \\
\|I_k(x)\| &\leq d_k (1 + \|x\|^2).
\end{align*}
\]


\[ + 8E \sum_{0 \leq k < t} \left[ U(t + \delta, t_k) I_k(x(t_k)) \right] \right] + 8E \int_0^t |U(t + \delta, s)|^2 ds.
\]

\[ - U(t, t_k) \sigma(s) dB_Q^H(s) \right] + 8E \int_0^t \left[ U(t, s) \sigma(s) dB_Q^H(s) \right]^2 ds.
\]

\[ \leq 8 \left\{ \|U(t + \delta, 0) - U(t, 0)\|^2 E \|x_0\|^2 
\]

\[ + tL_3 \int_0^t \|U(t + \delta, s) - U(t, s)\|^2 E \|B(s) u(s)\|^2 ds
\]

\[ + C^2 \delta \int_0^t \sup_{s \in J} \left( 1 + \|x(s)\|^3 \right) ds
\]

\[ + t \int_0^t \|U(t + \delta, s) - U(t, s)\|^2 E \|B(s) u(s)\|^2 ds
\]

\[ + C^2 \delta \int_0^t E \|B(s) u(s)\|^2 ds
\]

\[ + p \sum_{0 \leq k < t} \left\| U(t + \delta, t_k) - U(t, t_k) \right\|^2 E \|I_k(x(t_k))\|^2
\]

\[ + cH(2H - 1) t^{2H-1} \int_0^t \|U(t + \delta, s) - U(t, s)\|^2 ds
\]

\[ + \|\sigma(s)\|^2_0 ds + C^2 H(2H - 1)
\]

\[ + t^{2H-1} \int_0^t \|\sigma(s)\|^2_0 ds \right\}.
\]

(27)

Then, by the strong continuous of \(U(t, s)\) and the Lebesgue’s dominated convergence theorem, we know that the right hand of (27) tends to 0 as \(\delta \to 0\). Hence, \(F(x)(t)\) is continuous on \(J\) in the \(L_2(\Omega, \Gamma, X)\)-sense.

**Step 2.** We prove that \(F\) is a contraction mapping. Let \(x, y \in PC(J, L_2(\Omega, U))\) be two mild solutions of (1); then

\[ E \|F_x(t) - F_y(t)\|^2 \leq 2E \int_0^t \|U(t, s)\|^2 \|f(s, x(s), u(s)) - f(s, y(s), u(s))\| ds
\]

\[ + p \sum_{0 \leq k < t} \|I_k(x(t_k)) - I_k(y(t_k))\|^2 \leq 2C^2 \left( L_1 b \right.
\]

\[ + p \sum_{0 \leq k < t} \left\{ \sup_{t \leq j} \|x(t) - y(t)\|^2_H \right\}.
\]

(28)

Inequality (28) equates to

\[ \sup_{t \leq j} \|F(x)(t) - (F_y)(t)\|^2_H
\]

\[ \leq C^2 \left( L_1 b^2 + p \sum_{0 \leq k < t} \|F\| \right) \sup_{t \leq j} \|x(t) - y(t)\|^2_H.
\]

(29)

Since \(C^2 (L_1 b^2 + p \sum_{0 \leq k < t} \|F\|) < 1\), we know that \(F\) is a contraction mapping. Hence a unique fixed point \(x(t)\) in \(PC(J, L_2(\Omega, U))\) exists, which is the mild solution of problem (1). \(\square\)

### 4. Controllability Result

In this section, we discuss the controllability results for system (1). Before starting, we consider the following assumption:

\((H_3)\) The linear operator \(L_0^b \in \mathcal{L}(U, L_2(\Omega, \Gamma_b, X))\) is defined by

\[ L_0^b u = \int_0^b U(b, s) B(s) u(s) \, ds
\]

and has an inverse operator \((L_0^b)^{-1}\) which takes values in \(L_2(J, U) \setminus \ker L_0^b\), where \(\ker L_0^b = \{ x \in (J, U), L_0^b x = 0 \}\), and there are positive constants \(M_b, M_L\) such that \(\|B\|^2 \leq M_b\|L_0^b\| \leq M_L\).

To the readers’ convenience, we give the definitions of controllability as follows.

**Definition 9.** System (1) is said to be completely controllable on the interval \(J\) if

\[ \mathcal{R}(x_0) = L_2(\Omega, \Gamma_b, X);
\]

(31)

that is, all the points in \(L_2(\Omega, \Gamma_b, X)\) can be exactly reached from arbitrary initial condition \(h\) and \(x_0\) at time \(b\).
Theorem 10. Assume that hypotheses \((H_1)-(H_5)\) hold. Then the impulsive stochastic system (1) is completely controllable on \(J\), if
\[
3 \left( bC^2L_1b + bC^2p \sum_{0 \leq k < s} d_k + \frac{2C^6M_0^2M_2b(b^2L_1 + p \sum_{k=1}^p d_k)}{1 - bL_2} \right) \leq 1.
\]

Proof. Fix \(b > 0\) and let \(\mathcal{O}_b = PC(J, L_2(\Omega, \Gamma, X))\) be the Banach space of all functions from \(J\) into \(L_2(\Omega, \Gamma, X)\), endowed with the supremum norm
\[
\| \mu \|_{\mathcal{O}_b} = \left( \sup_{t \in [0, b]} E \| \mu(t) \|^2 \right)^{1/2} \tag{33}
\]
Let us consider the set
\[
G_b = \{ x \in \mathcal{O}_b : x(0) = x_0 \}. \tag{34}
\]
We easily know that \(G_b\) is a closed subset of \(\mathcal{O}_b\) equipped with norm \(\| \cdot \|_{\mathcal{O}_b}\).

By condition \((H_3)\), we choose the feedback control function as
\[
u_x(t) = B^*(t)U^*(b,t)E \left\{ \left( L_0^b \right)^{-1} x_0 - U(b,0)x_0 \right\}
- \int_0^bu(b,s)f(s,x(s),u_x(s))ds
- \sum_{k=1}^p U(b,t_k)I_k(x(t_k))
- \int_0^t U(t,s)\sigma(s)dB^H_Q(s) \right\} \right].
\]
The operator \(\Psi\) defined on \(\| \cdot \|_{\mathcal{O}_b}\) by
\[
\Psi(x)(t) = U(t,0)x_0 + \int_0^t U(t,s)B(s)B^*(s)U^*(b,s)
- E \left[ \left( L_0^b \right)^{-1} x_0 - U(b,0)x_0 \right]
- \int_0^bu(b,\eta)f(s,x(\eta),u(\eta))d\eta
- \sum_{k=1}^p U(b,t_k)I_k(x(t_k))
- \int_0^t U(b,\eta)\sigma(\eta)dB^H_Q(\eta) \right) \right] ds
+ \int_0^t U(t,s)f(s,x(s),u(s))ds + \sum_{0 \leq j \leq s} U(t,t_k)I_k(x(t_k))
+ \int_0^t U(t,s)\sigma(s)dB^H_Q(s).
\]
has a fixed point on \(J\).

To prove that, we divide the subsequent proof into two steps.

Step 1. For any \(x \in G_b\), let us show that \(t \rightarrow \Psi(x)(t)\) is continuous on \(J\) in the \(L_2(\Omega, \Gamma, X)\)-sense.

Let \(0 < t \leq t + \delta < b\), here \(t, t + \delta \in J \setminus \{ t_1, t_2, \ldots, t_m \}\), and \(\delta > 0\) be sufficiently small. Then we obtain
\[
E \| \Psi(x)(t + \delta) - \Psi(x)(t) \|^2 \leq 8E \| U(t + \delta, 0)x_0 - U(t, 0)x_0 \|^2 + 8E \int_0^t \| U(t + \delta, s) - U(t, s) \|^2 ds
+ 8E \left\| \int_0^t U(t + \delta, s)B(s)B^*(s)U^*(b,s) \left( L_0^b \right)^{-1} x_b \right\| ds
+ 8E \left\| \int_0^t U(t + \delta, s)f(s,x(\eta),u(\eta))d\eta \right\| ds
+ 8E \left\| \sum_{0 \leq j \leq s} U(t + \delta, t_j)I_k(x(t_k)) \right\|^2 + 8E \left\| \int_0^t U(t, s)\sigma(s)dB^H_Q(s) \right\|^2
+ 8E \left\| \int_0^t U(t, s)\sigma(s)dB^H_Q(s) \right\|^2.
\]
\[
\begin{align*}
&\leq 8 \left\{ \|U(t + \delta, 0) - U(t, 0)\|^2 E \|x_0\|^2 \\
&+ tL_3 \int_0^t \|U(t + \delta, s) - U(t, s)\|^2 ds \\
&\cdot \sup_{s \in J} \left( 1 + \|x(s)\|^2 \right) ds \\
&+ C^2 \delta \int_{t+\delta}^{t+\delta} \sup_{s \in J} \left( 1 + \|x(s)\|^2 \right) ds \\
&+ 5tM_6^2C^2M_L \left[ \|x_0\| + C^2 \|x_0\| + bC^2 \\
&\cdot \sup_{\eta \in J} \left( 1 + \|x(\eta)\|^2 \right) + pC^2 \sum_{k=0}^p d_k \sup_{\eta \in J} \left( 1 + \|x(\eta)\|^2 \right) \\
&+ cC^2 (2H - 1) b^{2H-1} \int_0^b \|x(\eta)\|^2 d\eta \\
&+ \int_0^t \|U(t + \delta, s) - U(t, s)\|^2 ds \\
&+ 5M_6^2C^4M_L \left[ \|x_0\| + C^2 \|x_0\| + bC^2 \\
&\cdot \sup_{\eta \in J} \left( 1 + \|x(\eta)\|^2 \right) + pC^2 \sum_{k=0}^p d_k \sup_{\eta \in J} \left( 1 + \|x(\eta)\|^2 \right) \\
&+ cC^2 (2H - 1) b^{2H-1} \int_0^b \|x(\eta)\|^2 d\eta \right] \delta^2 \\
&+ p \sum_{0 < t_k < t} \|U(t + \delta, t_k) - U(t, t_k)\|^2 E \|I_k(x(t_k))\|^2 \\
&+ cH (2H - 1) t^{2H-1} \int_0^t \|U(t + \delta, s) - U(t, s)\|^2 ds \\
&\cdot \sigma(s)^2 ds + cC^2 H (2H - 1) \\
&\cdot t^{2H-1} \int_t^{t+\delta} \|\sigma(s)\|^2 ds \right) . \\
\end{align*}
\]

(37)

Then, by the strong continuity of \(U(t, s)\) and the Lebesgue's dominated convergence theorem, we know that the right hand of (27) tends to 0 as \(\delta \to 0\). Hence, \(F(x)(t)\) is continuous on \(f\) in the \(L_2(\Omega, \Gamma, X)\)-sense.

Step 2. We prove that \(\Psi\) is a contraction mapping.

Let \(x, y \in PC(J, L_2(\Omega, U))\) be two mild solutions of (1); then

\[
E \|\Psi(x)(t) - \Psi(y)(t)\|_{H^2}^2 \leq 3E \left| \int_0^t U(t, s) \\
\cdot \left[ f(s, x(s), u_x(s)) - f(s, y(s), u_y(s)) \right] ds \right|^2 \\
+ 3E \left| \int_0^t U(t, s) B(s) \left[ u_x(s) - u_y(s) \right] ds \right|^2 \\
+ 3E \sum_{0 < t_k < t} \left| I_k(x(t_k)) - I_k(y(t_k)) \right|^2 \leq 3J_1 + 3J_2 + 3J_3.
\]

We can easily show that

\[
J_1 \leq tc^2L_1 \sup_{t \in J} \|x(t) - y(t)\|_{H^2}^2 , \quad J_3 \leq tc^2 p \sum_{0 < t_k < t} d_k \sup_{t \in J} \|x(t) - y(t)\|_{H^2}^2.
\]

(39)

Since

\[
E \left\| u_x(t) - u_y(t) \right\|_{H^2}^2 \leq E \left\| B^* (t) U^* (b, t) \left( L^b \right)^{-1} \left( \int_0^b U(b, s) \left[ f(s, x(s), u_x(s)) - f(s, y(s), u_y(s)) \right] ds - \sum_{k=1}^p U(b, t_k) \left( I_k(x(t_k)) - I_k(y(t_k)) \right) \right) \right\|^2 \\
\leq 2C^4M_6M_L \left( E \left| \int_0^b \left[ f(s, x(s), u_x(s)) - f(s, y(s), u_y(s)) \right] ds \right|^2 + E \left| \sum_{k=1}^p (I_k(x(t_k)) - I_k(y(t_k))) \right|^2 \right) \\
\leq 2C^4M_6M_L \left( b \int_0^b E \left( L_1 \|x(s) - y(s)\|^2 + L_2 \|u_x(s) - u_y(s)\|^2 \right) ds + p \sum_{k=1}^p d_k \|x - y\|^2_{PC} \right) \leq 2C^4M_6M_L \left( b^2L_1 \right)^\prime \\
+ p \sum_{k=1}^p d_k \|x - y\|^2_{PC} + bL_2 \int_0^b E \left( \|u_x(s) - u_y(s)\|^2 \right) ds,
\]

\[
E \left\| u_x(t) - u_y(t) \right\|_{H^2}^2 \leq E \left\| B^* (t) U^* (b, t) \left( L^b \right)^{-1} \left( \int_0^b U(b, s) \left[ f(s, x(s), u_x(s)) - f(s, y(s), u_y(s)) \right] ds - \sum_{k=1}^p U(b, t_k) \left( I_k(x(t_k)) - I_k(y(t_k)) \right) \right) \right\|^2 \\
\leq 2C^4M_6M_L \left( E \left| \int_0^b \left[ f(s, x(s), u_x(s)) - f(s, y(s), u_y(s)) \right] ds \right|^2 + E \left| \sum_{k=1}^p (I_k(x(t_k)) - I_k(y(t_k))) \right|^2 \right) \\
\leq 2C^4M_6M_L \left( b \int_0^b E \left( L_1 \|x(s) - y(s)\|^2 + L_2 \|u_x(s) - u_y(s)\|^2 \right) ds + p \sum_{k=1}^p d_k \|x - y\|^2_{PC} \right) \leq 2C^4M_6M_L \left( b^2L_1 \right)^\prime \\
+ p \sum_{k=1}^p d_k \|x - y\|^2_{PC} + bL_2 \int_0^b E \left( \|u_x(s) - u_y(s)\|^2 \right) ds,
\]
we have
\[
\sup_{t \in J} \mathbb{E} \left\| u_x(t) - u_y(t) \right\|^2 \leq \frac{2C^4 M_b M_L (b^2 L_1 + p \sum_{k=1}^p d_k)}{1 - bL_2} \| x - y \|^2_{PC}.
\] (41)

Hence
\[
J_2 \leq \frac{2C^6 M_b^3 M_L b (b^2 L_1 + p \sum_{k=1}^p d_k)}{1 - bL_2} \| x - y \|^2_{PC}.
\] (42)

From above inequalities, we obtain
\[
E \left\| \Psi (x)(t) - \Psi (y)(t) \right\|^2 \leq 3 \left( bC^2 L_1 b + bC^2 p \sum_{0 \leq i \leq n} d_k + \frac{2C^6 M_b^3 M_L b (b^2 L_1 + p \sum_{k=1}^p d_k)}{1 - bL_2} \right) \| x - y \|^2_{PC}.
\] (43)

Since
\[
3 \left( bC^2 L_1 b + bC^2 p \sum_{0 \leq i \leq n} d_k + \frac{2C^6 M_b^3 M_L b (b^2 L_1 + p \sum_{k=1}^p d_k)}{1 - bL_2} \right) < 1,
\] (44)

therefore \( \Psi \) is a contraction mapping. A unique fixed point \( x(\cdot) \) exists in \( PC(J, L_2(\Omega, \Gamma, X)) \), which is the mild solution of problem (1). Problem (1) is completely controllable on \( J \). \( \square \)

5. An Example

Consider the following semilinear stochastic differential equations of the following form:
\[
\begin{align*}
&\partial z (\theta,t) = - \sum_{i=1}^n \frac{\partial}{\partial \theta_i} \left( p(\theta,t) \frac{\partial z(\theta,t)}{\partial \theta_i} \right) dt + f (\theta,t, z(\theta,t), u(\theta,t)) dt + \sigma (t) \partial B^H_Q (t), \quad \text{in } [0, \tau] \times \Omega, \\
&z (\theta,t_k^*) = x (\theta, t_k^*) + I_k (x(\theta, t_k^*)), \\
&k = 1, 2, \ldots, p, \; \theta \in \Omega, \\
&z (\theta, t) = 0 \quad \text{on } \partial \Omega \times [0, \tau], \\
&z (\theta, 0) = z_0 (\theta) \quad \theta \in \Omega,
\end{align*}
\] (45)

where \( \Omega \) is a bounded open set in \( \mathbb{R}^n \), \( f : \Omega \times J \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}, g : \Omega \times J \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{L}(\mathbb{R}) \) are nonlinear functions, measurable with respect to \( \theta \) and almost everywhere continuous with respect to \( t \), and continuous in the last two variables.

We define the function \( p: J \times \Omega \rightarrow \mathbb{R} \) as follows:

(i) \( p(\theta,t) \geq c > 0, (\theta,t) \in \Omega \times J. \)

(ii) \( p \) is Lipschitz continuous with respect to \( t \) and continuous differentiable in \( \theta \), and \( p(\cdot, t) \in L_{pc} \).

Let \( H = L^2 (\Omega) \) and \( D = H^2 \cap H^0_0 (\Omega); \) then \( D \) is dense in \( H. \) By [20], the operator \( A(t) : D \subset H \rightarrow H, t \in [0, \tau], \) defined by
\[
\langle A(t) z, v \rangle = \sum_{0}^{n} \int_{\Omega} - p(y,t) \left( \frac{\partial z}{\partial y_i}(y) \right) \left( \frac{\partial v}{\partial y_j}(y) \right) dy,
\] (46)

\( z, v \in D. \)

Then, system (45) can be rewritten as
\[
dz(t) = \left[ A(t) z(t) + f(t, z(t), u(t)) \right] dt + \sigma(t) dB^H_Q (t), \quad t \in [0, \tau],
\] (47)

\( z(0) = z_0 \in H. \)

For the operator \( A \), we can obtain that there exist two constants \( b_1 \geq 0, b_2 > 0 \), such that
\[
\langle A(t) x, x \rangle = \sum_{0}^{n} \int_{\Omega} - p(y,t) \left| \frac{\partial x}{\partial y_i}(y) \right|^2 dy \geq b_1,
\] (48)

\( x \in D, \)

\( \| A(t) x - A(s) x \| \leq b_2 |t - s| \| x \|, \quad x \in D. \)

It is shown that \((A_1)-(A_3)\) are satisfied. Therefore, if we impose suitable conditions on \( f \) and \( dB^H_Q (t) \) to ensure \((H_1)-(H_2)\) are satisfied, system (45) will be completely controllable by Theorem 10.
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