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Abstract. 
The Hill function is commonly used as a building block to model different dynamic patterns found in the response of genetic regulatory circuits within microorganisms and cells. These circuits are characterized by fast response and robustness against unmeasured disturbances. Therefore, microorganisms and cells can survive even if they are subjected to strong changes in their environment. However, as far as we know, the Hill function has not been used before to design process control systems. In this work, the repressor Hill function is applied to control the level of a conic tank. To eliminate the offset, we added integrative action. A local analysis was applied to define stability limits for the control parameters. A cost function that includes the error and the control effort was used to compare the performance of the Hill control against a standard PI and a PID-Dahlin controller.



1. Introduction
The Hill equation has shown many interesting properties and has been applied to model several dynamic systems in biosciences, pharmacology, biology, and physicochemistry. In biosciences, this equation has been used to fit a model to experimental or clinical data when the relationship between two sets of variables was saturated and nonlinear [1–3]. In physics, chemistry, and biochemistry, this equation can describe thermodynamic equilibrium, where each parameter of the model has a physical meaning [4, 5]. In pharmacology, the Hill equation may be used as a probabilistic expression of time-dependent biological events such as adverse reaction, toxicity, or death. In addition, this equation has been extensively used to analyze quantitative drug-receptor relationships. Many pharmacokinetic-pharmacodynamic models have used the Hill equation to describe nonlinear drug dose-response relationships [6–10].
In addition, the Hill function is commonly used as a building block to model different dynamic patterns found in the response of genetic regulatory circuits within microorganisms and cells. These circuits are characterized by fast response and robustness against disturbances. Therefore, microorganisms and cells can survive even if they are subjected to strong changes in their environment [11–14]. The Hill function can model several genetic regulatory mechanisms within cells. In particular, two basic mechanisms can be identified in transcription networks. The activation mechanism operates when the transcription factor increases the gene transcription rate (protein production rate associated with the gene). The activator Hill function represents this mechanism well: the protein level can be controlled by the signaling molecule. The repressor mechanism (that represses the binding and decreases the transcription rate) can be modelled with the repressors’ Hill function. The higher the repressor concentration is, the higher the probability that a repressor molecule binds to the operator site is. Consequently, the expression level is more and more repressed with increasing repressor levels. Half-maximal repression occurs when the concentration of active repressors equals the repression coefficient [15].


Although the Hill equation is widely used, many of its properties are not all well known. The nonlinear Hill equation can deal properly with the control of several chaotic systems. The existence of periodic solutions in particular situations has been recently proved. Other problems that are under research related with the Hill equation are, for instance, the control of chaos by means of the transient effects minimization or by synchronization. Therefore, more interesting applications of the Hill equation can be found exploring these areas [16, 17].
As far as we know, the Hill function has not been used before to design process control systems. In this paper, the repressor Hill function is applied to control the level of a conic tank. To eliminate the offset, we added integrative action. A cost function that includes the error and the control effort was used to compare the performance of the Hill control against a standard PI and a PID-Dahlin controller [18].
2. The Hill Controller
The Hill function is commonly used to model several genetic regulatory mechanisms within cells. In particular, two basic mechanisms can be identified in transcription networks [1]. The activation mechanism operates when the transcription factor increases the gene transcription rate (protein production rate associated with that gene). The activator Hill function represents this mechanism well:
In (1)  is the protein production rate and  is the concentration of the transcription factor; , , and  are model parameters. , the activation coefficient, is the threshold value of  that activates the mechanism; , the maximal expression level, is the maximum response value; and , the Hill coefficient, defines the response steepness.
In turn, the repressor mechanism operates when the transcription factor reduces the gene transcription rate. This mechanism can be modelled by the repressor Hill function:
Model parameters are similar to those in (1); however, (2) is a decreasing function; therefore the maximum expression is obtained for .
Equation (2) can be adapted for process control to profit from the fast response and robustness that characterize genetic regulatory circuits. Therefore, the following Hill controller can be proposed:where  is the controlled variable,  is the set point,  is the control error,  is twice the initial steady state control effort (considering that the process is initially at the desired operating point), and  is the steepness index. Next, we analyze the impact of the model parameters on the behavior of this control algorithm.
In Figure 1 we see that  when  where the control action presents an extreme point (maximum or inflection point). In addition, the control action is  when  and  (if  is even). However, if  is odd or not an integer, the control action diverges () when . For stable control systems, it is expected that the control error would be less than the set point (). Within this error range, for , the control action will be sigmoidal with an inflection point at (; ). Finally, if  the control action approaches 0 for all values of .




	
	
		
		
		
		
			
		
		
		
			
		
		
		
			
		
		
		
		
		
			
		
		
		
			
		
		
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
			
		
			
		
			
		
		
		
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
			
		
			
		
		
		
			
		
			
		
		
		
			
		
			
		
		
		
			
		
			
		
		
		
			
		
			
		
		
		
		
		
			
		
			
		
		
		
			
		
			
		
		
		
			
		
		
		
		
			
		
			
		
		
		
			
		
			
		
		
		
			
		
			
		
		
		
			
		
		
		
		
			
		
			
		
		
		
			
		
			
		
		
		
			
		
			
		
		
		
		
		
		
		
			
		
			
		
			
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
		
			
		
			
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
			
		
			
		
		
		
		
		
			
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
		
		
		
		
		
		
		
		
		
		
			
				
				
					
				
			
		
		
		
		
		
		
		
		
		
		
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
		
			
		
			
		
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
				
					
		
		
			
				
					
		
		
			
				
					
				
					
				
			
		
	


Figure 1: Hill control versus control error for different values of . Fixed parameters: , .


The controller proposed in (3) will not present an offset if the value of  (twice the control action that keeps  in its set point ) is known. However, since  is generally unknown for every possible set point value, an offset will be generated and therefore an integral control action will be needed to eliminate it.
Therefore, an integral Hill controller is proposed:
As analyzed below, the stability of this controller will depend on the values of  and .
3. PID Controllers
If  is the plant transfer function,  is the sensor transfer function,  is the valve transfer function, and  is the controller transfer function, the closed-loop transfer function, , is given by
The controller  that achieves the desired set point trajectory, , is
In the Dahlin controller [2],  is a first-order plus dead time (FOPDT) transfer function, where the dead time is given by the process transfer function,and  is a tuning parameter. Replacing (7) in (6) yields
If the open-loop transfer function can be approximated as a FOPDT,replacing (9) in (8) results in
Using a first-order Padé approximation for dead time finally yields
This corresponds to a commercial proportional-integral-derivative (PID) algorithm, with a filter in the derivative action. The controller parameters are defined by the process transfer function and the only tuning parameter (the closed-loop time constant),
A standard PID tuning method, still applied in industry, is the Open-Loop Ziegler & Nichols rule [2]:
4. Local Stability Analysis of the Integral Hill Controller
To perform a local stability analysis, we have to linearize the Hill controller (4):
If we linearize (4) around the set point, ,
Equation (15) is a proportional-integral (PI) control, where the proportional gain depends inversely on the set point value and directly on the Hill coefficient and the maximal expression level.
Applying Laplace transform, the following controller transfer function is obtained:
If we consider that the plant model (including sensor and valve dynamics) can be approximated by a first-order plus dead time transfer function, the characteristic equation is
In addition, the dead time can be approximated by first-order Padé,
Reordering this equation yields
The Routh stability criterion can be more easily applied using the following definitions:resulting in the following stability conditions:Then .
These conditions can be summarized as
5. The Process Model
To assess the applicability of the proposed Hill controller, a conic tank model was used:where  is the inlet flow rate,  is the tank level,  is the discharge constant of the tank, and  and  are the height and the maximum radius of the tank.
The sensor is modelled as a FOPDT transfer function and the inlet valve is linear, with installed characteristic given bywhere
6. Simulation Results
This model was simulated in Simulink with the model parameters shown in Table 1.
Table 1: Model parameters.
	

	Parameter [3]	Description	Value	Units
	

		Tank parameter	0.262	—
		Tank parameter	0.5	m2.5·s−1
		Sensor gain	1	—
		Sensor time constant	1	S
		Sensor time delay	3	S
		Valve coefficient	1200	gpm·psi0.5
		Pressure drop constant	800	gpm·psi0.5
		Downstream pressure	27	psi
		Upstream pressure	1000	psi
	



The performance of the integral Hill controller is compared with a PI controller tuned with Z&N (a Z&N tuned PID was unstable), with a PID-Dahlin and with a PI tuned with the Matlab Control Toolbox. Figure 2 shows the simulation structure in Simulink.




	
	
		
			
				
					
					
						
					
					
						
						
					
					
				
				
				
				
				
				
			
			
		
		
			
				
					
				
			
		
		
			
				
					
				
			
		
		
			
			
			
		
		
			
		
			
			
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
				
		
		
			
				
		
		
		
		
		
			
				
		
		
			
				
		
		
			
				
		
		
		
			
				
		
		
			
				
		
		
			
		
			
		
		
		
		
		
		
			
		
		
		
		
			
				
		
		
			
				
		
		
			
				
		
		
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
			
				
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
		
			
				
					
				
					
				
			
		
		
		
			
			
				
		
		
			
			
				
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
		
			
				
				
					
				
			
		
		
			
			
				
		
		
			
			
				
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
			
				
		
		
			
				
		
		
			
				
		
		
			
				
		
		
			
				
		
		
			
				
		
		
			
		
			
		
			
		
			
		
			
		
			
				
					
				
					
				
				
					
				
			
		
		
			
		
			
		
			
				
					
				
					
				
				
					
				
			
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
				
		
		
			
		
			
	


Figure 2: Tank level control simulation in Simulink.


Using the TRIM and LINMOD Matlab functions, we linearized the system around the steady state  m. The controller output in this condition takes the value of , and the approximate transfer function is
To compare the performance of the standard controllers with that of the integrative Hill controller proposed in this work, we applied a series of set point changes between 0.7 m and 1.3 m and evaluated the following performance index  that takes into account the error and the control effort:
The range of possible Hill controller parameters can be obtained from the stability conditions above (22). Considering  m,  (larger values make tuning more difficult), and replacing nominal plant parameters,
The value of  can be obtained from the initial control action; that is, . The value of  can be obtained by trial and error, taking values between  and  (obtained from 27 for ). After a few iterations, good control performance is achieved with . The value of  in the PID-Dahlin controller was also tuned by trial and error. The PI controller was tuned with Ziegler-Nichols and with the automatic tuning method of the Matlab Control Toolbox. Table 2 summarizes the parameter values applied in the simulations and their corresponding performance index values.
Table 2: Controller parameters.
	

	Controller	Parameter	Description	Value	
	

	PI Z&N (13)		Proportional gain	1.6854	2.5 104
		Integral gain	1.6854
	

	PI (Matlab tuning)		Proportional gain	0.051786	29.7
		Integral gain	0.014306
	

	PID-Dahlin (14)		Proportional gain	0.1478	24.4
		Integral time	4.5249
		Derivative time	0.15
		Closed-loop time constant	0.35
	

	Hill controller		Upper value of control action	0.4466	27.7
		Integral gain	0.017
		Hill index	1
	



Finally, Figure 3 shows the results of the Hill controller.
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(b)
Figure 3: Tank level integrative Hill control. Process variable (a) and manipulated variable (b).


It can be seen that the Hill controller presents good performance with minimum process information and tuning only one parameter  with moderate effort.
7. Conclusions
A new control algorithm based on the Hill repressor function that uses only one tuning parameter has been presented. The function is applied to control the level of a conic tank. To eliminate the offset, an integrative action has been added. A cost function, which includes the error and the control effort, was used to compare the performance of the Hill control against a standard PI and a PID-Dahlin controller.
The algorithm was tested using square wave set point changes. Moreover, a local stability analysis was performed and it found the bounds of the Hill controller tuning parameters to ensure a stable closed loop.
The Hill controller is easy to tune by trial and error and can perform almost as well as a PID-Dahlin controller and better than an optimally tuned PI controller. It can be seen that the Hill controller presents good performance with minimum process information and by tuning only one parameter  with moderate effort. The Hill controller presents similar performance compared to other controllers that required much more process information and that are more difficult to apply by nonexpert operators.
Future work will include testing the integrative Hill controller in more challenging control systems, to derive and assess a controller based on the Hill activator function and apply Lyapunov theory to derive more general and precise stability conditions.
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