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This study proposes an automatic reading approach for a pointer gauge based on computer vision. Moreover, the study aims to highlight the defects of the current automatic-recognition method of the pointer gauge and introduces a method that uses a coarse-to-fine scheme and has superior performance in the accuracy and stability of its reading identification. First, it uses the region growing method to locate the dial region and its center. Second, it uses an improved central projection method to determine the circular scale region under the polar coordinate system and detect the scale marks. Then, the border detection is implemented in the dial image, and the Hough transform method is used to obtain the pointer direction by means of pointer contour fitting. Finally, the reading of the gauge is obtained by comparing the location of the pointer with the scale marks. The experimental results demonstrate the effectiveness of the proposed approach. This approach is applicable for reading gauges whose scale marks are either evenly or unevenly distributed.

1. Introduction

With the rapid development of information technology, the digital meter has been widely applied. But pointer gauge is still very popular in various fields due to its simple structure, high reliability, low price, and easy operation. However, owing to the nondigital signal output of the pointer gauge, a computer cannot conduct the processing and remote transmission of the data collected by the pointer gauge. This limits its application. Therefore, the method of providing the pointer gauge with digital features, such as automatic reading and transforming the collected value into the digital signal, should be urgently solved for wider application. In particular, in the process of calibration or metrological verification [1], the checkers need to read the output values of the standard and the indicating value of the calibrated gauge, respectively, and then make a comparison. Random errors may occur in this case, due to the limited acuity of human observation. Furthermore, when an operator is far away from the gauge, the operator has to repeat the reading and manually record the indicating value. This not only increases the operator’s burden but also lowers the efficiency of the gauge calibration. To overcome the above limitations and to make the pointer gauge more user-friendly, new technologies are expected to digitalize its reading. At present, machine vision is widely utilized to detect the gauge dial and pointer and then conduct a reading.

This study aims at the application of pressure gauge verification and proposes a computer vision based automatic reading approach for a pointer gauge that adopts a coarse-to-fine scheme. In this approach, the dial region and its center of the pointer gauge are located by, first, using the region growing method and then, using the adaptive threshold method. In the circular scale region under the polar coordinate system, the scale marks are located by the pointer gauge’s center and the Hough transform method is used to obtain the pointer direction. In the following steps, the Hough transformation is used to detect the pointer in the dial region and obtain its direction. Finally, the distance method
is adopted to obtain the indicating value of the gauge by comparing the pointer direction with the position of the scale marks.

Since the indicating value is determined by comparing the pointer direction and the locations of the scale marks, this approach is also suitable for gauges wherein the scale marks are unevenly distributed. Therefore, the proposed approach is, in fact, a general approach for gauge calibration.

2. Related Work

2.1. Configuration of Hardware System Used in Gauge Verification. The hardware system used in gauge verification generally comprises the following configuration [2–5] which is shown in Figure 1. During the working process, the high precise gauge and the calibrated gauge are placed on the worktable. A computer sends impulse signals to the motor driver. Therefore, the stepping motor is controlled to make the worktable move to allow for the adjustment of the location of the gauge, so that the gauges can be appropriately placed in the camera’s view, while the standard signal source sends reference signals to the calibrated pointer gauge and the high precise gauge. The indicating value of the high precise gauge is treated as standard data. Next, computer vision is applied to automatically recognize the values indicated by the calibrated and standard gauges. Finally, a comparison is made between the two values and the verification result is reached.

For some other pointer gauges, the standard data produced by the reference signal generator is directly inputted into the computer by the other signal-acquisition equipment. The verification result is achieved by comparing the standard data with the indicating value of the calibrated gauge, which is extracted using computer vision.

2.2. The Process of Automatic Reading of the Pointer Gauge Based on Computer Vision. Figure 2 shows the procedure of the image processing used to recognize the pointer gauge value. First, to improve the image quality, the gauge image has to be preprocessed by means of noise suppression and image enhancement. Next, image processing and analyzing methods are used to detect the pointer and scale marks. According to the pointer direction and the location of scale marks, the value indicated by the pointer gauge can be detected. Finally, the indicating value results are outputted. Therefore, the automatic recognition methods of the gauge indicating value mainly include three parts:

1. image preprocessing aimed to improve image quality and suppress noise,
2. gauge pointer and scale marks detection based on image processing and analyzing,
3. automatic recognition of the pointer gauge indicating value.

2.3. Related Work of the Pointer Gauge Indicating Value Detection. In the existing literature, the pointer gauge image should be preprocessed to remove noise or enhance
the image, especially for the images extracted from industrial fields. Image preprocessing improves the image resolution. Thus, it is easier to detect the features relating to pointer and scale marks by means of image analyzing.

Image preprocessing of the pointer gauge mainly comprises two parts. First, image preprocessing is used to filter out interference and noise that result from the change of environment. For example, in [6], the homomorphic filtering method was adopted to process the gauge image that has a large area of glare and reflection. Second, image preprocessing is used to correct an image distortion caused by camera imaging or different shooting angles. For instance, [7] discussed how to reduce the reading error when the gauge dial was uneven with the camera lens surface. The papers [8, 9] proposed an intelligent method of gauge value reading to avoid the influence of imaging distortion; this method was able to correct the angle between the pointer and the zero-scale marks and the angle between the zero-scale marks and the other longer scale marks. It also adopted the Newton interpolation method to approximate the functional relationships between the pointer angle and its indicating value.

After image preprocessing, image segmentation should be implemented to obtain a binarization image, wherein the threshold-segmentation method is always applied [10–13]. In the following step, image thinning needs to be conducted in the binarization image to achieve a one-pixel-wide pointer image. Then, straight-line fitting is used to detect the pointer. So the key point of the automatic recognition of the gauge indicating value is the detection of the pointer and scale marks. In the existing literature, several methods for pointer detection, such as subtraction method, the template matching method, the Hough transform method, and the central projection method, were proposed. In the subtraction method [4, 14, 15], two gauge images with roughly the same backgrounds were taken by camera, while the pointer pointed toward a different scale. When one image was subtracted from another one, there were only two pointers left in the difference image. Next, the difference image was segmented to detect the pointer. Finally, the gauge’s indicating value could be obtained by calculating the position of the pointer and scale marks. The subtraction method was easily implemented by means of image subtraction. However, the different image not only reserves the pointer target but also leaves out a lot of noise due to the influence of illumination. Therefore, in many cases, the subtraction method does not produce reliable results.

In the template feature method [16], the features that represent the pointer and its direction, such as shape, area, and gray distribution, formed a multiple parameters template used to match the pointer in the gauge image for pointer detection. Since the template comprises multiple cues of the pointer and its direction, the template feature method could avoid the influence of an uneven illumination and other environmental changing factors. However, the process of a template match is too complicated to accurately detect the pointer.

The Hough transform method has often been used in pointer detection. In [17, 18], after edge detection and image thinning in the gauge image, the Hough transform method or its improved version was applied to detect the pointer by fitting the pointer edge. The Hough transform method could achieve good results for the pointer gauge that has many words and symbols on the dial. In [19, 20], a novel pointer detection method, called central projection, was described. The main idea of the central projection method was to search for the pointer location by means of calculating the projection from the feature points to the known central point. Every projection value corresponded to the angle of the straight line that connected the projection and central points. There must be an angle that corresponds to the largest number of projection points and represents the pointer. Hence, the central projection method was always used to determine the location of the gauge pointer.

The least squares method [21] was also a straight-line fitting method, just like the Hough transform method, which was used to detect the pointer. Compared with the Hough transform method, the least squares method required fewer calculations.

After the pointer was detected, angle and distance methods [22] were always used to determine the indicating value of the point gauge. The angle method recognized the indicating value by calculating the deflection angle between the detected pointer and the zero-scale mark, according to the formula \( M \times \beta / \alpha \). Here, \( M \) was the range, \( \alpha \) was the premeasured angle between the maximum- and zero-scale mark, and \( \beta \) was the angle between the current pointer and zero-scale mark. The distance method [23] obtained the indicating value by calculating the distance between the pointer and nearest scale mark. In this method, each scale reticle was located and labeled with the corresponding scale number in a two-dimensional coordinate system. If the distance between the pointer and each reticle is as follows:

\[
d_i = \frac{|Ax_i + By_i + C|}{\sqrt{A^2 + B^2}},
\]

then the indicating value of the pointer is

\[
S_n = S_L + \frac{d_1}{d_1 + d_0} \times (S_H - S_L).
\]

Here \((x_i, y_i)\) is the coordinate of the points in the scale marks, \(d_i\) is the distance between the point and the line \(Ax + By + C = 0\), \(S_n\) represents the indicating value of the pointer, \(S_H\) and \(S_L\) are the values of the scale marks which are located on both sides of the pointer, and \(d_1\) and \(d_0\) are the distances between the pointer and the nearest scale marks on both sides, respectively. The angle method is simpler than the distance method, but it is unsuitable for the pointer gauge in which the scale is uneven.

3. Overview of Our Work

As mentioned above, the current methods for gauge reading recognition are limited in terms of their practical application, mainly due to two deficiencies. (1) The existing methods were all implemented in the global gauge images. Therefore, the pointer and scale marks segmentation cannot be accurately
conducted when there is some interference or where there is some complex writing on the gauge dial. (2) In many studies, the scale marks are not precisely detected. Hence, the indicating value of the pointer gauge with an uneven scale cannot be recognized.

This study aims to overcome the shortcomings of the existing methods. As its contextual application, it also aims to improve the calibration of the pressure gauge and develop an automatic recognition method of pointer gauge readings based on machine vision. This method implements a scheme that takes detection from coarse to fine in terms of the pointer and scale marks detection. First, the pointer gauge’s dial region is located in a global image. Then, the dial’s annular scale region is located. In the following steps, the scale marks are detected in the annular scale region and the pointer is detected in the dial region. Finally, based on the results of the detection of the pointer and scale marks, the improved distance method is used to recognize the gauge’s value. Since the improved distance method is implemented from the coarse region to the fine target, it has a strong ability for suppressing interference. Since the indicating value is obtained from the pointer and scale marks detection, the method is also suitable for reading the gauge whose scale marks are unevenly distributed.

3.1. Machine Vision Based Pressure Gauge Verification System. Metrological departments usually calibrate pressure gauges with piston manometers. In this case, the standard pressure output of piston manometers, given by manually added weights, is passed on to the tested pressure gauge. Then, the qualification of the pressure gauge is determined through reading, analysis, and comparison of the indicating value. In general, verification personnel manually handle this process through observation by recording and analyzing the indicating value of the gauge panel. Many problems still exist with this verification method. They include (1) low accuracy and repeatability in human visual observations and (2) poor work efficiency, due to the large workload of verification personnel. Hence, development of an automatic verification method for the pressure pointer gauge will boost the advancement of the technology used in their production and verification capabilities. The system composition for pointer pressure gauge verification is shown in Figure 3. We can see that images of pointer gauges are obtained through a camera and processed and analyzed by computer, wherein the indicating values of the standard pressure gauge and the test gauge are detected and recognized. The final results of the gauge reading will be displayed on a monitor to operators and reach a verification conclusion based on the analyses of the above readings. The detection software also has such multifunctions as the storage of historical data, graphical display, and image switching to realize the automatic verification of pointer gauges.

3.2. Introduction of Our Work. In this study, a new automatic recognition method of the pointer gauge that indicates value is proposed. Figure 4 shows a block diagram of this method.

In general, the computer vision based automatic recognition method of indicating value comprises two parts. One part is the detection of the indicating value of the pointer gauge. This mainly includes the scale detection and the pointer detection, which refer to the location of the dial region and the dial center, the determination of the annular scale region in the dial, the scale detection, and the pointer detection. The other is the automatic recognition of the reading. Namely, it makes the final judgment of the gauge reading according to the detected direction of the pointer and the distribution of the scale marks. As seen in Figure 4, the automatic recognition of the indicating value, proposed in this paper, falls into five steps.

(1) The dial region and its center location: first, in the entire image, the dial region can be determined by semi-interaction (using the mouse to drop down the box in the image). The pixel point with the biggest gray value is searched out in the dial region and taken as the seed point of the region growing method used to produce the circular region in the dial. In the process of the region growing method, the similarity threshold value between the pixel points is automatically determined. Finally, according to the results of the region growing method, the radius and center of the circular dial are obtained.

(2) Determination of the scale region in the dial: the image coordinate is first converted into the polar coordinate with the dial center as its origin, which is used to express the coordinate of each pixel in the image. Then, by comparing the pixel sum of the low gray value with that of the high gray value in the annular region, the annular scale region in the dial is determined. And finally, it is copied into a new image as the annular scale region.

(3) The scale marks are detected using the central projection method. In the newly generated annular scale region image, first, the scale mark segmentation is conducted by the OSTU method to form the binarization scale image. Then, the angle of each line that links the black pixel with the circle center is calculated, and the number of each angle is obtained. The angles with large numbers (connecting line) in a narrow angle range correspond to the thick scale marks (main scales) on the dial. Thus, the angles of the scale marks in the scope of $0^\circ - 360^\circ$ are obtained.
4. Indicating Value Recognition Approach of Pointer Gauge

4.1. Pointer Gauge Indicating Value Detection. As mentioned above, the detection of the indicating value is achieved through the scale and pointer detection. As for the scale detection, first, the gauge center and dial region should be located, followed by the extraction of the annular scale region.

(4) Pointer detection: first, the Canny operator is used to implement the border detection. Then, the Hough transform method is used to fit the detected edge and obtain the pointer contour. Finally, the pointer direction is obtained according to the center position and the pointer contour.

(5) The indicating value is calculated according to the pointer direction and the dial scale distribution.
and the scale mark detection. Finally, the detection of the pointer direction is performed.

4.1.1. Dial Region and Its Center Location. As for the detection of the indicating value, first the gauge pointer and its direction should be detected to determine its rotation center. In general, the gauge’s dial center is the pointer’s rotation center. Hence, first, the dial center should be detected. In this study, the circular dial region is detected for determining the dial center. As is shown in Figure 5(a), typically, there are the labels, words, and scale marks in the circular dial. Therefore, it is difficult to confirm the circular region of the dial by such segment methods as the border and threshold values. In view of the above, this paper introduces an adaptive-region-growing method to locate the gauge’s circular region and, further, to obtain its dial center. The specific steps are as follows.

(1) The placement of the seed [24]: since the dial is usually white, the region with a high gray level or the pixel point with the highest gray level in the gauge is certainly located at the part where the dial is. Therefore, the latter is selected as the seed point of the region growing.

(2) Subject to the similarity of the pixel gray level, the expansion of the dial region is conducted from the seed point. However, it is hard to fix an appropriate similarity threshold value of the gray level between pixels. As is shown in Figure 5(b), the circular dial region cannot be completely produced with a small threshold value, while an oversized dial region will be generated with a large threshold value.

This study proposes an adaptive method to determine the similarity threshold value of the gray level; the concrete process is as follows.

(A) A small similarity threshold value, \( T \), of the gray level is empirically chosen, and then, the dial region growing method is conducted from the seed point.

(B) The ratio of the circumscribed rectangle’s length and width of the newly generated dial region is calculated to detect whether it is in the 0.95–1.05 range.

(C) If the ratio of the length and width fails to meet the conditions in (B), the similarity threshold value would be increased with a certain step length (\( S \)), and the first step, (A), would continue to conduct the region growing from the seed point. However, if it meets the conditions in (B), the growing region will be the circular dial region, the center of the circumscribed rectangle will be the circle center, and the smaller value between the length and width will be the diameter of the circular region (Figure 6).

4.1.2. Polar Coordinate Based Scale Region Location

(1) Image in Polar Coordinates. In general, in light of the circular permutation, the pointer gauge scale marks are distributed around the center. Therefore, to correctly and expediently show where the scale marks in the image are, the polar coordinate system is utilized to position the pixels in the image. In this study, a conversion from the image coordinates into the polar coordinates is performed. This means that the pixel coordinates, expressed by the rectangular image coordinate system, are converted into those expressed by polar coordinates. The polar coordinates defined in this study are shown in Figure 7, the circle center being its origin.

(2) Detection of the Scale Region in the Dial. The procedure for scale region detection based on the adaptive threshold method is as follows.

(A) The circular dial radius detected in Section 4.1.1 is taken as the initial radius \( R \), its decreasing step length being \( b \) and the initial \( n = 1 \). In the gauge dial, the gray value difference between the scale marks and dial background is generally rather large. Therefore, the adaptive threshold value method can be adopted to segment the scale. In the polar coordinate, the annular binarization image is gained by employing...
the OSTU method [25] to perform the binarization segmentation in the annular region.

(B) The ratio between the number of black and white pixel points in the annular binarization region between the radius $R$ and $R - n \ast b$ is calculated and denoted by $r_1$. After reducing the inner radius, according to the step length $b$, the ratio between the number of black and white pixel points in the region between $R - (n + 1) \ast b$ and $R$ is computed and denoted by $r_2$.

(C) If $r_1$ is obviously different from $r_2$, the inner radius and the outer radius of the scale region would be $R - (n + 1) \ast b$ and $R$, respectively.

(D) If $r_1$ is approximated to $r_2$, the annulus between $R - (n + 1) \ast b$ and $R$ would still be in the circular scale region. At this moment, let $n = n + 1$; the ratio between the number of black and white pixel points in the annulus between $R - (n + 1) \ast b$ and $R$ is computed and is still denoted by $r_2$. Then, go to (B) (Figure 8).

After obtaining the annular scale region in the above polar coordinate, the scale region is selected on the basis of angle and radius and copied into a new image, called the scale mark region image $M$ (Figure 9).

4.1.3. Scale Mark Detection Based on the Improved Central Projection Method. In the newly generated image $M$, which is the annular scale region, the OSTU method is adopted to segment the scale marks to form the binarized scale image. In this image, the pixel value of the scale mark is 0 (black) and those in other places are 255 (white). Each black pixel point and the circle center are linked, and the slope, $K$, of the connecting line is calculated according to the formula $k = \tan \alpha$, wherein $\alpha$ is the angle between the $x$-axis and
Figure 8: Schematic of scale mark region detection.

Figure 9: The scale mark region diagram and its binarized image.
the connecting line between the black pixel point and the circular center. Due to the origin of the image coordinate being in the top left corner and the y-axis running downward, it is inconvenient to denote the central angle within the scope of 0°–360°. Therefore, in this study, the rectangular coordinate system, with the image center as its origin, is introduced to express the angle between the black pixel point on the scale mark and the circle center, instead of the image coordinate system. As is shown in Figure 10, the angles between the black pixel point and the circle center are in the 0°–360° range.

After calculating the number for angle $\alpha$, the angle with a large number (connecting lines) in a small angle range is that of the thick scale mark (main scale) on the dial. The steps to detect the scale mark by central projection are detailed as follows.

1. The black pixel point and the image central point, that is, the circle center $(x_0, y_0)$ in the new image, are linked to determine the slope $k$, which is converted to an angle according to the following formula:

$$\alpha = \arctan(k) \times \frac{180}{\pi}.$$  \hspace{1cm} (3)

2. As shown in Figure 10, the image coordinate system is transformed to a rectangular one. The angle $\alpha$, following formula (4), is converted into an angle in the rectangular coordinate:

$$\theta = -\alpha \quad i < r, j > r, \text{ the first quadrant}$$
$$\theta = 180 - \alpha \quad i < r, j < r, \text{ the second quadrant}$$
$$\theta = 180 - \alpha \quad i > r, j < r, \text{ the third quadrant}$$
$$\theta = 360 - \alpha \quad i > r, j > r, \text{ the forth quadrant}.$$  \hspace{1cm} (4)

(3) An angle histogram is generated by recording the occurrence frequency of each angle. Figure 11 shows the angle histogram.

(4) The angle with the most occurrence times in the histogram is selected and denoted by max; all the angles whose occurrence times are more than max/2 are found. The occurrence times of the angles are denoted by $f(\theta)$. Here, $\theta$ represents the angles that occur more than max/2.

(5) For every angle $\theta$, we calculate the weighted average value $\text{anglemean}(m)$, according to the following to formula:

$$\text{anglemean}(m) = \frac{f(\theta + 1) \cdot (\theta + 1) + f(\theta) \cdot (\theta) + f(\theta - 1) \cdot (\theta - 1)}{f(\theta + 1) + f(\theta) + f(\theta - 1)}.$$  \hspace{1cm} (5)

Here, $m$ is the sign of the angle.
(6) Calculate specific value $P$, according to the following formula:

$$P = \frac{\text{anglemean}(m)}{\text{anglemean}(m+1)}.$$  \hspace{1cm} (6)

If $P$ is within the 0.9–1.1 range, $\text{anglemean}(m)$ is the angle of the thick scale mark. All the angles sorted out successively are taken as $\alpha_0, \alpha_1, \alpha_2, \ldots$, which correspond to the thick scale marks. Therefore, the thick scale marks are located on Figure 12.

4.1.4. Improved Hough Transform-Based Pointer Detection. The edge detection is implemented in the pointer gauge image, using the Canny operator to obtain the edge image of the gauge. Then, the Hough transform method is adopted to fit the straight line in the image to obtain all the straight lines among which the pointer border is included. Finally, only the pointer border can be determined by excluding the other straight edges.

(1) The Hough transform method is adopted to fit the straight line and find all the straight lines in the image. In addition, each straight line described in the image coordinate system by $y = kx + b$ is calculated.

(2) The distance, $d$, from the circle center, $(x_0, y_0)$, to the straight line is calculated according to the following formula:

$$d = \left| \frac{y_0 - k \times x_0 - b}{\sqrt{1 + k^2}} \right|.$$  \hspace{1cm} (7)

Based on prior knowledge, we know that the distance from the circle center to the straight line of the pointer is much less than the diameter of the dial; all the straight lines conforming to $d < 2r/10$ are picked out. Here, $r$ is the diameter of the dial.

(3) The angle of each straight line in (1) is calculated according to formula (8) and stored into an array $\text{angle}[\text{]}$:

$$\psi = \frac{\arctan(k) \times 180}{\pi}.$$  \hspace{1cm} (8)

(4) As the angles of the pointer direction are acute ones, generally in the range of $2^\circ$–$10^\circ$, the angle $\Delta \psi$ is calculated subject to the following formula:

$$\Delta \psi = \left| \text{angle}[n] - \text{angle}[n+1] \right|.$$  \hspace{1cm} (9)

If it is in the situation where $2 < \Delta \psi < 10$, the straight line should be selected as one side of the pointer. Therefore, both lines where the two sides of the pointer lie can be found.

(5) According to the straight lines of the two sides, the pointer direction can be determined.

4.2. The Pointer Gauge Indicating Value Recognition. As is shown in Figure 11, the intersection point, $G$, of the two straight lines of the pointer border is calculated and then linked to the circle center $O(x_0, y_0)$. The angle of the line, $OG$, is calculated. In accordance with the position of the intersection point, $G$, the angle, $\beta$, in the rectangular coordinate system is computed according to formula (1) (Figure 13).

According to the angle, $\beta$, the readings, $D_0, D_1, \ldots, D_n$, corresponding to each thick scale mark are obtained. Based on the angle that corresponds to the thick scale mark and its number, $n$, which is detected in Section 4.1.4, the pointer reading can be determined according to formula (10).
The scale within the adjacent thick scale marks is divided by linear interpolation:

\[
S_{\text{indicating value}} = \begin{cases} 
\frac{\alpha_0 - \beta}{\alpha_0 - \alpha_1} (D_1 - D_0), & \alpha_0 < \beta < \alpha_1 \\
\frac{\alpha_1 - \beta}{\alpha_1 - \alpha_2} (D_2 - D_1) + D_1, & \alpha_1 < \beta \leq \alpha_2 \\
\vdots \\
\frac{\alpha_{n-1} - \beta}{\alpha_{n-1} - \alpha_n} (D_n - D_{n-1}) + D_{n-1}, & \alpha_{n-1} < \beta \leq \alpha_n.
\end{cases}
\]

Here, \(\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_n\) are the angles that correspond to the thick scale marks.

### 5. Experimental Results and Analysis

To verify the effectiveness of the proposed approach, a series of experiments are conducted to test its performance.

#### 5.1. Experiment Design

The experiments include two parts. First, the images of the different kinds of pointer gauges are selected to conduct the simulation experiments and verify the effectiveness and applicability of the approach. Then, the pressure gauge calibration system, which is composed of a float gauge, high precise pressure gauge, test pressure gauge, camera, and computer, is established to verify the actual performance of this approach in the pointer gauge calibration.

#### 5.2. Part One of the Experiments: Reading Identification of the Various Pointer Gauges

##### 5.2.1. Samples Selection

As can be seen in Table 1, two groups of representative samples are selected for the experiment. They include the pressure gauge with a lot of writing on the dial and the flow gauge with an uneven scale.

##### 5.2.2. Experimental Results and Analysis

In this part of the experiment, we adopt the proposed approach to the automatic recognition of the indicating value of the above mentioned two types of gauges. To verify the effectiveness of the proposed approach, Figures 14 and 15 illustrate the experimental results of each step.

Figure 14(a) is the original pointer gauge image. From Figure 14(a), we can see that the pointer and scale marks cannot be directly detected by segmentation methods since there is a lot of writing on the dial. Therefore, the proposed approach applies an idea that conducts a coarse-to-fine search. The dial and scale regions are located first, since they are more easily detected than the pointer and scale marks. As shown in Figures 14(c) and 14(d), the dial region is located using the adaptive-region-growing method, and the scale region is detected under the polar coordinate system. Then, in both regions, the pointer and scale marks are accurately detected. As shown in Figures 14(e) and 14(f), the improved Hough transform method is adopted to detect the pointer and the improved central projection method is used to detect the scale marks. The location of the thick scale marks is determined according to the angle histogram generated from the central projection of the scale marks. Their indicating values are given according to the location of the thick scale marks. The scale values within any two adjacent thick marks are determined by linear division. According to the direction of the pointer and the location of the scale marks, the angle method, which is adopted in the adjacent thick scale marks, is used to indicate the pointer gauge value.

The proposed approach detects the pointer direction and the scale marks location, respectively. In Figures 15(e) and 15(f), it can be seen that the location of the scale marks is precisely obtained by the angle histogram and the pointer is detected in the dial region. Based on the location of the scale marks and the pointer direction, the distance between the pointer and the adjacent scale marks can be calculated using the distance method; then, the pointer indicating value can be estimated. Therefore, whether or not the distribution of the scale is even, the proposed approach is able to precisely detect the gauge’s indicating value, while the most current existing methods cannot.

#### 5.3. Part Two of the Experiments: The Recognition of the Float Pointer Gauge Indicating Value

##### 5.3.1. The System and Procedure of Experiments

To verify the performance of the practical application of the proposed approach in practical application, the float gauge is used as the pressure gauge verification system. The type of float gauge is Y-047. The main technical parameters of the float gauge are described as follows. The range of output pressure is 0.01–0.25 MPa; the accuracy class is ±0.05%; the rated pressure is 0.5 MPa; and the standard weights are from 0.01 MPa to 25 MPa. A high-precision gauge is used as the standard pressure gauge whose accuracy class is 1.5. The test gauge is a gauge with general accuracy. A visual detection system is established in front of the float gauge. An optical lens,
whose focal length can be adjustable from 10 to 20 mm, and a 500-megapixel HD CMOS camera with a 60 fps frame rate are applied as image sensors. The system is equipped with a coaxial light source, which is placed on the camera lens. The hardware configuration of the computer used in this experiment is Inter Pentium(R) Dual, CPU E2200, and 2.2 GHz. The programming environment is VS2010. The verification system of the pointer gauge that is based on computer vision is shown in Figure 16. The camera used in the experiments takes images of the high-precision standard gauge and the test gauge. The proposed approach is adopted to detect the indicating value of both standard and test gauges.

Figure 14: The detection results of the pointer gauge with a lot of writing on the dial.
According to the gauge calibration regulations, the experiment procedure is as follows. First, a positive stroke is conducted. Here, the float gauge's output is increased by gradually loading the weights, while the gauge's indicating value is increased. At each indicating value test point, the camera takes images of both the standard pointer and test gauges. The proposed approach is to use the images to recognize the indicating values. Then, a negative stroke is conducted, of which the process is that the float gauge output is reduced from the highest test point by gradually unloading the weights, while the gauge's indicating value is accordingly reduced. An image of each test point is taken to recognize the indicating values.

5.3.2. Experimental Results and Analysis. The experimental results are shown in Figures 17 and 18. The gauge's upper limit is 0.25 MPa; the lower limit is 0 MPa. Whatever the experiment is, in the positive or negative stroke, the float gauge output intervals are 0.025 MPa. The detection results for the indicating values of the standard and test gauges are shown in Tables 2 and 3, respectively.

As can be seen from the experimental results, the proposed approach is applicable to the pressure gauge verification. The indicating values of the test and standard gauges can be obtained by the proposed approach, instead of being obtained through manual observation. The test gauge calibration is completed by comparing the indicating value
of the test gauge with that of the standard gauge. From the experimental results in Tables 2, 3, and 4, comparing the visual data with the manual reading, we can see that the detection results of the indicating value based on computer vision are more accurate, valid and have more significant digits and a faster detection speed.

5.4. Experimental Conclusion. From the above experimental results, we can draw the following conclusions.

(1) The indicating value of the pointer gauge can be effectively detected using the method proposed in this paper; the approach can be used for pressure gauge verification.

(2) The approach proposes a stable frame about the reading identification of the pointer gauge. From big region to small target, the approach first locates the scale and the pointer region. Then, it precisely segments the pointer and scale marks in the target area. Finally, the indicating value of the gauge is obtained based on the direction of the pointer and the distribution of the scale marks. This framework is a general recognition method of a pointer gauge based on computer vision and has good interference immunity. However, to achieve more satisfactory results in its practical application, each step has to be improved. For example, in the process of locating of the dial region based on the region growing method, many factors need to be considered to determine whether the use of this method should be terminated.

(3) In its practical application, the image preprocessing method should be used along with the proposed method, so as to obtain more satisfactory results, especially for some industrial field applications.

6. Conclusion

This study proposes a pointer gauge automatic reading approach based on computer vision. The approach aims at overcoming the defects in the current pointer gauge automatic reading approach and the application of pressure gauge verification. According to the framework of the proposed approach, which is conducted from big-region segmentation to small-target detection, first, the target region in the dial is located. Then, the pointer and scale marks are detected in this region. Finally, the indicating gauge value is obtained. As such, the proposed approach has good interference immunity and is applicable for both gauges with and without evenly distributed scale marks. The approach can be widely applied to the reading identification of different types of pointer gauges.

The proposed method is robust and precise enough to be used in pointer gauge verification. However, in some practical
## Table 2: The standard gauge detection results.

<table>
<thead>
<tr>
<th>The pressure of checkpoint (MPa)</th>
<th>Positive stroke Error 1 (visual detection-weights value)</th>
<th>Error 2 (manual reading-weights value)</th>
<th>The indicating value of standard gauge</th>
<th>Error 1 (visual detection-weights value)</th>
<th>Error 2 (manual reading-weights value)</th>
<th>The cited error (absolute error/range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.025</td>
<td>0.024343</td>
<td>0.024</td>
<td>0.000657</td>
<td>0.001</td>
<td>0.025610</td>
<td>0.000610</td>
</tr>
<tr>
<td>0.050</td>
<td>0.048727</td>
<td>0.049</td>
<td>0.001273</td>
<td>0.001</td>
<td>0.049761</td>
<td>0.000240</td>
</tr>
<tr>
<td>0.075</td>
<td>0.074386</td>
<td>0.075</td>
<td>0.000614</td>
<td>0</td>
<td>0.075876</td>
<td>0.000876</td>
</tr>
<tr>
<td>0.100</td>
<td>0.100408</td>
<td>0.099</td>
<td>0.000408</td>
<td>0.001</td>
<td>0.10047</td>
<td>0.000147</td>
</tr>
<tr>
<td>0.125</td>
<td>0.125060</td>
<td>0.125</td>
<td>0.000060</td>
<td>0</td>
<td>0.125482</td>
<td>0.000482</td>
</tr>
<tr>
<td>0.150</td>
<td>0.149762</td>
<td>0.15</td>
<td>0.000238</td>
<td>0</td>
<td>0.150647</td>
<td>0.000647</td>
</tr>
<tr>
<td>0.175</td>
<td>0.174613</td>
<td>0.175</td>
<td>0.000387</td>
<td>0</td>
<td>0.174720</td>
<td>0.000280</td>
</tr>
<tr>
<td>0.200</td>
<td>0.198316</td>
<td>0.2</td>
<td>0.001684</td>
<td>0</td>
<td>0.201540</td>
<td>0.001540</td>
</tr>
<tr>
<td>0.225</td>
<td>0.225053</td>
<td>0.224</td>
<td>0.000053</td>
<td>0.001</td>
<td>0.225149</td>
<td>0.000493</td>
</tr>
<tr>
<td>0.250</td>
<td>0.249344</td>
<td>0.249</td>
<td>0.000656</td>
<td>0.001</td>
<td>0.249344</td>
<td>0.000660</td>
</tr>
</tbody>
</table>
Table 3: The test gauge detection results.

<table>
<thead>
<tr>
<th>The pressure output of the checkpoint (MPa)</th>
<th>Positive stroke Error 1 (visual detection-weights value)</th>
<th>Error 2 (manual reading-weights value)</th>
<th>The indicating value of tested gauge Error 1 (visual detection-weights value)</th>
<th>Error 2 (manual reading-weights value)</th>
<th>The cited errors (the absolute error/range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.025</td>
<td>0.025650</td>
<td>0.026</td>
<td>0.000650</td>
<td>0.027084</td>
<td>0.028</td>
</tr>
<tr>
<td>0.050</td>
<td>0.050200</td>
<td>0.051</td>
<td>0.000200</td>
<td>0.05623</td>
<td>0.052</td>
</tr>
<tr>
<td>0.075</td>
<td>0.075470</td>
<td>0.076</td>
<td>0.000470</td>
<td>0.07778</td>
<td>0.078</td>
</tr>
<tr>
<td>0.100</td>
<td>0.100100</td>
<td>0.101</td>
<td>0.000100</td>
<td>0.10095</td>
<td>0.102</td>
</tr>
<tr>
<td>0.125</td>
<td>0.126000</td>
<td>0.126</td>
<td>0.001000</td>
<td>0.126106</td>
<td>0.127</td>
</tr>
<tr>
<td>0.150</td>
<td>0.150900</td>
<td>0.152</td>
<td>0.000900</td>
<td>0.15486</td>
<td>0.153</td>
</tr>
<tr>
<td>0.175</td>
<td>0.177626</td>
<td>0.173</td>
<td>0.002626</td>
<td>0.177678</td>
<td>0.179</td>
</tr>
<tr>
<td>0.200</td>
<td>0.202263</td>
<td>0.203</td>
<td>0.002263</td>
<td>0.202445</td>
<td>0.204</td>
</tr>
<tr>
<td>0.225</td>
<td>0.226446</td>
<td>0.227</td>
<td>0.001146</td>
<td>0.226223</td>
<td>0.228</td>
</tr>
<tr>
<td>0.250</td>
<td>0.249057</td>
<td>0.252</td>
<td>0.000940</td>
<td>0.249057</td>
<td>0.252</td>
</tr>
</tbody>
</table>
Table 4: Comparisons between manual reading and visual detection.

<table>
<thead>
<tr>
<th>The pressure output of the checkpoint (MPa)</th>
<th>The indicating value of visual detection</th>
<th>The indicating value of manual reading</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive stroke: Standard gauge: $\delta_1$ (MPa)</td>
<td>Positive stroke: Tested gauge: $\delta_2$ (MPa)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.025</td>
<td>0.024343</td>
<td>0.025650</td>
</tr>
<tr>
<td>0.050</td>
<td>0.048727</td>
<td>0.050200</td>
</tr>
<tr>
<td>0.075</td>
<td>0.074387</td>
<td>0.075470</td>
</tr>
<tr>
<td>0.100</td>
<td>0.100408</td>
<td>0.100100</td>
</tr>
<tr>
<td>0.125</td>
<td>0.125060</td>
<td>0.126000</td>
</tr>
<tr>
<td>0.150</td>
<td>0.149762</td>
<td>0.150900</td>
</tr>
<tr>
<td>0.175</td>
<td>0.174613</td>
<td>0.177626</td>
</tr>
<tr>
<td>0.200</td>
<td>0.198316</td>
<td>0.202263</td>
</tr>
<tr>
<td>0.225</td>
<td>0.225053</td>
<td>0.226146</td>
</tr>
<tr>
<td>0.250</td>
<td>0.249344</td>
<td>0.249057</td>
</tr>
</tbody>
</table>
applications, especially in the industrial field, it should be used by combining it with image preprocessing methods so as to achieve better effects. The improved approach can also be used for the pointer gauge whose dial is noncircular. Therefore, in the future we will conduct the following studies to complete the digitization work on the pointer gauge, so as to develop a general indicating value reading method. (1) The image preprocessing methods will be developed to eliminate the influence of stray or reflective light or to correct the image distortion caused by changes in the relative position between the camera and gauge. (2) A general automatic reading method will be developed for different types of pointer gauges, which can be used in various hardware systems and have a unified standard output format.
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