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This paper investigates the stability of stochastic discrete-time neural networks (NNs) with discrete time-varying delays and leakage delay. As the partition of time-varying and leakage delay is brought in the discrete-time system, we construct a novel Lyapunov-Krasovskii function based on stability theory. Furthermore sufficient conditions are derived to guarantee the global asymptotic stability of the equilibrium point. Numerical example is given to demonstrate the effectiveness of the proposed method and the applicability of the proposed method.

1. Introduction

Neural networks (NNs) have received much interest owing to their wide application in the areas of signal processing, pattern recognition, and static image processing in [1, 2]. One of the most important and challenging questions in theoretical analysis of neural networks (NNs) is dynamical behaviors of the neural networks, for example, stability, instability, periodic oscillatory, and chaos. Among them analysis of stability has received much attention and various stability conditions have been obtained in [3–10]. The main problem of stability analysis is how to construct appropriate Lyapunov functions which are widely used in various fields [11–18]. Then the construction of Lyapunov functions is determined by the structure of neural networks. The study of neural networks generally considers the following factors.

It is well known that time delay is inherent in various systems, including artificial neural networks, owing to the finite speed of signal transmission [3]. Delays in a system may cause oscillation and divergence and may degrade the performance. Hence, stability analysis of systems with time delay is widespread. Scholars classify the analysis of stability into delay-independent and delay-dependent ones. It has been proved in [4, 5] that the delay-dependent criterion is less conservative than the delay-independent one, especially for smaller values of delay. Delay-dependent stability condition for continuous-time NNs with time-varying delays has been reported in literatures [4–10]. The approaches to handle the time-varying delay in most literatures are based on introducing free weighting matrices [19], model transformation method [20], and linear matrix inequality (LMI) approach and employing the delay partitioning approach in [21, 22].

In the digital life, most of the signals including the continuous-time NNs need to be processed, experimentized, or computed by the computer, such that we must discretize the continuous-time signals before delivering them to the computer. Therefore, the stability of discrete-time neural networks is necessary, and more and more literature about it was published [22–28].

As pointed out in [29], discrete-time delays were introduced into bidirectional associative memory (BAM) neural networks which were known as leakage (or forgetting) terms. From literatures [30–36] it can be found that the leakage terms had a tendency to destabilize the neural networks. In the literatures [30, 31], the system with leakage delays had been studied. However, different from [29], the leakage delays changed to be time varying. Not only that, different kinds of neural networks with time delays in the leakage terms were studied, especially the effect of leakage term on the dynamical behavior of various kinds of neural networks [32–42]. In [33], passivity analysis of neural networks with time-varying delays and leakage delay was considered. And they used...
the free-weighting matrix method and stochastic analysis technique. Furthermore, Li and others in [34, 35] researched stability of various differential systems including neural networks in leakage terms, by using contraction mapping theorem, Brouwers fixed point theorem, Lyapunov-Krasovskii functional method, and free weighting matrix technique. Unfortunately, neural networks with the leakage terms in most literatures are continuous systems, and there is not any thesis about discrete neural networks with the leakage delay. On the other hand, it has now been well recognized that stochastic disturbances are mostly inevitable owing to noise in electronic implementations. It has also been revealed that certain stochastic inputs could make a neural network unstable.

In this paper, the stability problem is considered for discrete-time neural networks with time-varying delays in the leakage terms. Firstly, the mathematical models are established. Secondly, a less conservative and new stability criterion is derived by using a novel Lyapunov-Krasovskii functional which depends on the circumstance of the delay partition. Thirdly, a numerical example is provided to show the effectiveness of the main result.

**Notation.** Throughout this paper, \( \mathbb{R}^n \) denotes the \( n \)-dimensional Euclidean space, and \( \mathbb{R}^{m \times m} \) denotes the set of all real matrices. The superscript \( T \) denotes matrix transposition and the notation \( X \succeq Y \) (\( X > Y \), resp.), where \( X \) and \( Y \) are symmetric matrices, means that \( X - Y \) is positive semidefinite (positive definite, resp.). In symmetric block matrices, the symbol \( * \) is used as an ellipsis for terms induced by symmetry. \( | \cdot | \) stands for the Euclidean vector norm in \( \mathbb{R}^n \). \( E[x] \) and \( \mathbb{E}[x | y] \) denote the expectation of \( x \) and the expectation of \( x \) conditional on \( y \). \( (\Omega, \mathcal{F}, \mathbb{P}) \) is a probability space, where \( \Omega \) is the sample space, \( \mathcal{F} \) is the \( \sigma \)-algebra of subsets of the sample space, and \( \mathbb{P} \) is the probability measure on \( \mathcal{F} \).

### 2. Preliminaries

Discretizing the continuous-time NNs with leakage terms [39], we will consider the following discrete-time systems with time-varying delays in leakage terms:

\[
x(k + 1) = x(k) - Cx(k - \sigma) + AF(x(k)) + BG(x(k - \tau(k))),
\]

where \( x(k) = [x_1(k), x_2(k), \ldots, x_n(k)]^T \) is the state vector at time \( k \); \( C = \text{diag}[c_1, c_2, \ldots, c_n] \) with \( C > 0 \) is the state feedback coefficient matrix; the \( n \times n \) matrices \( A = [a_{ij}]_{n \times n} \) and \( B = [b_{ij}]_{n \times n} \) are the connection weight matrix and the discretely delayed connection weight matrix, respectively; \( F(x(k)) \) and \( G(x(k)) \) are the neuron activation functions, which satisfy \( F(x(k)) = [F_1(x_1(k)), F_2(x_2(k)), \ldots, F_n(x_n(k))]^T \) and \( G(x(k)) = [G_1(x_1(k)), G_2(x_2(k)), \ldots, G_n(x_n(k))]^T \); \( \tau(k) \) denotes the discrete time-varying delay; \( \sigma \) means the leakage delays.

**Assumption 1.** For any \( x, y \in \mathbb{R}, (x \neq y), i \in \{1, 2, \ldots, n\} \), the activation functions satisfy

\[
\tilde{f}_i \leq \frac{F_i(x) - F_i(y)}{x - y} \leq \tilde{f}_i^*; \quad \tilde{g}_i \leq \frac{G_i(x) - G_i(y)}{x - y} \leq \tilde{g}_i^*,
\]

where \( \tilde{f}_i, \tilde{f}_i^*, \tilde{g}_i, \) and \( \tilde{g}_i^* \) are constants.

**Remark 2.** The condition on the activation functions in Assumption 1 was originally employed in [6, 7] and has been subsequently used in recent papers with the problem of stability of neural networks; see [21–28].

The system (I) has equilibrium points under Assumption 1. Let \( x^* \) be the equilibrium point of system (I), and shift it to the origin by letting \( y(k) = x(k) - x^* \), and then system (I) with stochastic disturbances can be rewritten as

\[
y(k + 1) = y(k) - Cy(k - \sigma) + Af(y(k)) + Bg(y(k - \tau(k))) + \delta(k, y(k))\omega(k),
\]

where \( y(k) = [y_1(k), y_2(k), \ldots, y_n(k)]^T \) is the state vector of the transformed system, \( y(k) - x^* = x(k) - x^* - x^* \), and the transformed neuron activation functions are \( f(y(k)) = F(x(k)) - F(x^*) \) and \( g(y(k)) = G(x(k)) - G(x^*) \), and \( \omega(k) \) is a scalar Wiener process on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with \( \mathbb{E}[\omega(k)] = 0, \mathbb{E}[\omega^2(k)] = 1, \mathbb{E}[\omega(t)\omega(j)] = 0 \) (\( i \neq j \)). Then \( \tilde{f}_i \leq f_i(x) - f_i(y) / (x - y) \leq \tilde{f}_i^*; \tilde{g}_i \leq g_i(x) - g_i(y) / (x - y) \leq \tilde{g}_i^* \) can be verified from Remark 2.

**Assumption 3.** The noise intensity function vector \( \delta(\cdot, \cdot) : \mathbb{N} \times \mathbb{N}^8 \to \mathbb{R}^n \) satisfies the Lipschitz condition; that is, the nonlinear function \( \delta(k, x) \) satisfies the following inequality:

\[
\delta(k, x)^T \delta(k, x) \leq \xi x^T x,
\]

where \( \xi \) is a known scalar constant.

**Assumption 4.** The time-varying delay \( \tau(k) \) is bounded, \( 0 < \tau_m \leq \tau(k) \leq \tau_M \), and its probability distribution can be observed. Assume that integer \( \tau(k) \) is satisfied in \( \tau_i \leq \tau(k) \leq \tau_{i+1} \), \( i = 1, 2, \ldots, l \), which means we divide \( [\tau_m, \tau_M] \) into \( l \) parts, and \( \text{Prob}(\tau(k) \in [\tau_{i-1}, \tau_i]) = \rho_i = 1 - \bar{\rho}_i \), where \( 0 \leq \rho_i \leq 1, \sum \rho_i = 1, i = 1, \ldots, l \), and \( \tau_0 = \tau_m, \tau_{l+1} = \tau_M \). To describe the probability distribution of time-varying delay, we define the following set \( \mathcal{A}_i = \{\tau_{i-1}, \tau_i\}, i = 1, 2, \ldots, l \). Define mapping functions

\[
\tau_i(k) = \begin{cases} \tau(k), & \tau(k) \in \mathcal{A}_i \\ \tau_{i-1}, & \text{else,} \end{cases} \quad \rho_i(k) = \begin{cases} 1, & \tau(k) \in \mathcal{A}_i \\ 0, & \text{else.} \end{cases}
\]

**Remark 5.** Consider \( \text{Prob}(\rho_i(k) = 1) = \mathbb{E}[\rho_i(k)] = \rho_i \), \( \text{Prob}(\rho_i(k) = 0) = \bar{\rho}_i \), \( \mathbb{E}[\rho_i(k) \rho_j(k)] = \rho_{i,j} \)

**Remark 6.** In the literature [21], the delay-partitioning projection technique is used. In [21], they partition \( \tau(t) \) into
several components, that is, \( \tau(t) = \sum_{i=1}^{m} \tau_i(t) \), where \( m \) is a positive integer, in order to derive some less restrictive stability criteria. Different from the literature \([21]\), we use the knowledge of probability to describe the partition of time delay. This way has the advantage of reducing the amount of calculation.

Then the system (3) can be rewritten as
\[
y(k+1) = y(k) - C y(k - \sigma) + A f(y(k)) + \delta(k, y(k)) \omega(k).
\]

(6)

3. New Stability Criteria

In this section, we will establish new stability criteria for system (1). The following lemma is needed in order to derive our main results.

**Lemma 7** (Zhu and Yang [23] discrete Jensen inequality). For any constant matrix \( M \in \mathbb{R}^{n \times n} \), \( M = M^T > 0 \), integer \( \gamma_i \geq \gamma_1 \), vector function \( \omega : [\gamma_1, \gamma_1 + 1, \ldots, \gamma_l] \rightarrow \mathbb{R}^n \) such that the sums in the following are well defined, and then
\[
- \left( \gamma_2 - \gamma_1 + 1 \right) \sum_{i=\gamma_1}^{\gamma_2} \omega^T(i) M \omega(i) \leq - \left( \sum_{i=\gamma_1}^{\gamma_2} \omega(i) \right)^T M \left( \sum_{i=\gamma_1}^{\gamma_2} \omega(i) \right).
\]

(7)

The next theorem can be obtained if the stochastic term \( \omega(k) \) is removed in the system (6).

**Theorem 8.** Under Assumptions 1 and 4, the system (6) with \( \omega(k) = 0 \) is globally asymptotically stable, if there exist positive matrices \( P, R_1, R_2, R_3, Q, S_i \) \((i = 1, \ldots, l)\), \( W = \text{diag}[w_1, w_2, \ldots, w_l] \), \( U = \text{diag}[u_1, u_2, \ldots, u_l] \), and free matrix \( T_1, T_2, \ldots, T_{l+1}, V_1, V_2, V_3 \) with any appropriate dimensions, such that the following LMIs hold:

\[
\begin{bmatrix}
\Gamma_1 & \Gamma_{1,1} & \Gamma_{1,2} & \Gamma_{1,3} & \Gamma_{1,4} & \Gamma_{1,5} & \Gamma_{1,6} & \Gamma_{1,7} & \Gamma_{1,8} & \Gamma_{1,9} & \Gamma_{1,10} \\
* & \Gamma_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & \Gamma_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & \Gamma_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & \Gamma_5 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & \Gamma_6 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & \Gamma_7 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & \Gamma_8 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & \Gamma_9 & 0 & 0 \\
* & * & * & * & * & * & * & * & * & \Gamma_{10} & 0 \\
* & * & * & * & * & * & * & * & * & * & \Gamma_{11} \\
\end{bmatrix} \leq 0,
\]

where

\[
\Gamma_1 = C^T P C + \sigma^2 R_3 - R_1 - U F_1 - W G_1 - V_1^T - V_1,
\]

\[
\Gamma_{1,2} = R_1, \quad \Gamma_{1,4} = -C^T P A + U F_2,
\]

\[
\Gamma_{1,5} = W G_2, \quad \Gamma_{1,6} = (-\rho_1 C^T P B, \ldots, -\rho_l C^T P B),
\]

\[
\Gamma_{1,8} = V_1 - V_2^T, \quad \Gamma_{1,9} = V_1 - V_3^T,
\]

\[
\Gamma_{2} = \begin{bmatrix}
-2 R_1 & R_1 \\
R_1 & -2 R_1 \\
\vdots & \vdots & \vdots \\
R_1 & -2 R_1 & R_1 \\
R_1 & -2 R_1 & R_1
\end{bmatrix}
\]

\[
\Gamma_{2,2} = \text{diag} \left[ \gamma_1, \gamma_1 + 1, \ldots, \gamma_l \right], \quad \Gamma_{2,11} = \text{diag} \left[ T_1, T_2, \ldots, T_{l+1} \right],
\]

\[
\Gamma_3 = -R_3, \quad \Gamma_4 = A^T P A - U,
\]

\[
\Gamma_{4,6} = (\rho_1 A^T P B, \ldots, \rho_l A^T P B), \quad \Gamma_{4,10} = A^T \Gamma_{10},
\]

\[
\Gamma_5 = \sum_{i=1}^{l} (\tau_i - \tau_{i-1} + 1) S_i - W,
\]

\[
\Gamma_6 = \Psi_1 - \text{diag} \left[ W_1, \ldots, W_{l+1} \right], \quad \Psi_1 = \text{diag} \left[ \rho_1 B^T P B, \ldots, \rho_l B^T P B \right],
\]

\[
\Gamma_{6,10} = (\rho_1 \Gamma_{10} B, \rho_2 \Gamma_{10} B, \ldots, \rho_l \Gamma_{10} B)^T, \quad \Gamma_7 = -P,
\]

\[
\Gamma_8 = V_2 + V_3^T, \quad \Gamma_{8,9} = V_2 + V_3^T,
\]

\[
\Gamma_9 = V_3 + V_3^T - \frac{1}{\sigma} Q,
\]

\[
\Gamma_{10} = (\tau_M - \tau_m) h R_3 + (\tau_M - \tau_m) R_3 + \sigma Q,
\]

\[
\Gamma_{11} = -\frac{1}{h} \text{diag} \left[ R_2, R_3, \ldots, R_2 \right],
\]

\[
\Phi_1 = T_2 T_1, \quad F_1 = \text{diag} \left[ \tilde{f}_1^1 f_1^1, \tilde{f}_2^2 f_2^2, \ldots, \tilde{f}_n f_n^+ \right],
\]

\[
F_2 = \text{diag} \left[ \frac{f_1 + f_1^+}{2}, \frac{f_2 + f_2^+}{2}, \ldots, \frac{f_n + f_n^+}{2} \right],
\]

\[
G_1 = \text{diag} \left[ \tilde{g}_1^1 g_1^1, \tilde{g}_2^2 g_2^2, \ldots, \tilde{g}_n g_n^+ \right],
\]

\[
G_2 = \text{diag} \left[ \frac{g_1 + g_1^+}{2}, \frac{g_2 + g_2^+}{2}, \ldots, \frac{g_n + g_n^+}{2} \right],
\]

\[
h = \max_{i=2,3,\ldots,l} \{ \tau_i - \tau_{i-2} \},
\]

(8)
where \( \bar{I}_i \in \mathbb{R}^{n \times (l+2)n} \), \( i = 1, 2, \ldots, l, l + 1 \) denotes a matrix with the \( i \)th element \( I_{j_i} \), while the \( i + 1 \)th element is \(-I_{j_i}\), and other elements are zero matrices. For example, \( \Phi_2 = [0 \ 1 \ 0 \ 0 \cdots 0] \).

**Proof.** For convenience, we denote \( \Delta(y(k)) = y(k+1) - y(k) \); that is, \( \Delta \{ y(k) - C \sum_{i=k-\sigma}^{k-1} y(i) \} = y(k+1) - y(k) - Cy(k) + Cy(k-\sigma) \), and then systems (6) with \( \omega(k) = 0 \) can be rewritten as follows:

\[
\zeta(k+1) = \Delta \{ y(k) - C \sum_{i=k-\sigma}^{k-1} y(i) \} = -Cy(k) + Af(y(k)) + \sum_{i=1}^{l} \rho_i(k) Bg(y(k-\tau_i(k))).
\]

We construct a new Lyapunov-Krasovskii functional \( V(y_k, k) \) as

\[
V(y_k, k) = \sum_{i=1}^{6} V_i(y_k, k),
\]

where

\[
\begin{align*}
V_1(y_k, k) &= \zeta^T(k) P \zeta(k), \\
V_2(y_k, k) &= h \sum_{i=t_m}^{-1} \sum_{j=k+i}^{k-1} \eta^T(j) R_i \eta(j), \\
V_3(y_k, k) &= \sum_{i=t_m}^{\tau_m-1} \sum_{j=k+i}^{k-1} \eta^T(j) R_{\tau_i} \eta(j), \\
V_4(y_k, k) &= \sigma \sum_{i=\alpha}^{\tau_m-1} \sum_{j=k+i}^{k-1} y^T(j) R_{\sigma i} y(j), \\
V_5(y_k, k) &= \sum_{i=1}^{l} \frac{1}{\tau_m} \sum_{j=k-i}^{k-1} g^T(y(j)) S_i g(y(j)) + \sum_{i=1}^{l} \frac{1}{\tau_m} \sum_{j=k-i}^{k-1} g^T(y(m)) S_i g(y(m)), \\
V_6(y_k, k) &= \sum_{i=\alpha}^{\tau_m-1} \sum_{j=k+i}^{k-1} \eta^T(j) Q \eta(j),
\end{align*}
\]

\[
\eta(k) = y(k+1) - y(k).
\]

Taking the difference of the functional along the solution of (9), we obtain

\[
\mathbb{E} \{ \Delta V_1(y_k, k) \} = \mathbb{E} \{ V_1(y_{k+1}, k + 1) - V_1(y_k, k) \}
\]

\[
= \mathbb{E} \left\{ \zeta^T(k + 1) P \zeta(k + 1) - \zeta^T(k) P \zeta(k) \right\}
\]

\[
= \mathbb{E} \left\{ y^T(k) C^T PCy(k) - 2y^T(k) C^T PAf(y(k)) - 2\sum_{i=1}^{l} \rho_i(k) y^T(k) C^T PBg(y(k-\tau_i(k))) + f^T(y(k)) A^T PAf(y(k)) + 2\sum_{i=1}^{l} \rho_i(k) f^T(y(k)) A^T PBg(y(k-\tau_i(k))) + \left( \sum_{i=1}^{l} \rho_i(k) Bg(y(k-\tau_i(k))) \right)^T \cdot P \left( \sum_{j=1}^{l} \rho_j(k) Bg(y(k-\tau_j(k))) \right) - \zeta^T(k) P \zeta(k) \right\}.
\]

According to Remark 5, it is easy to get

\[
\begin{align*}
\mathbb{E} \{ \Delta V_1(y_k, k) \} &= y^T(k) C^T PCy(k) - 2y^T(k) C^T PAf(y(k)) - 2\sum_{i=1}^{l} \rho_i(y^T(k)) C^T PBg(y(k-\tau_i(k))) + f^T(y(k)) A^T PAf(y(k)) + 2\sum_{i=1}^{l} \rho_i f^T(y(k)) A^T PBg(y(k-\tau_i(k))) + \alpha_2^T(k) \Psi \alpha_2(k) - \zeta^T(k) P \zeta(k),
\end{align*}
\]

where \( \alpha_2(k) = [g^T(y(k-\tau_1(k))) \cdots g^T(y(k-\tau_(l+1)(k))]^T \).

Consider

\[
\mathbb{E} \{ \Delta V_2(y_k, k) \}
\]

\[
= \mathbb{E} \{ V_2(y_{k+1}, k + 1) - V_2(y_k, k) \}
\]

\[
= \mathbb{E} \left\{ h \sum_{i=t_m}^{-1} \sum_{j=k+i+1}^{k-1} \eta^T(j) R_i \eta(j) - h \sum_{i=t_m}^{-1} \sum_{j=k+i+1}^{k-1} \eta^T(j) R_i \eta(j) \right\}.
\]
Using the algebraic expression \(-h \sum_{i=-\tau}^{k} \eta^T (k+i) R_1 \eta(k+i)\) in \(\Delta V_2(y_k, k)\) and by using Lemma 7, we can get

\[-h \sum_{i=-\tau}^{k-1} \eta^T (k+i) R_1 \eta(k+i)\]
\[
- \left( \sum_{i=k-	au_M}^{k-	au_1(k)-1} \eta(i) \right)^T R_1 \left( \sum_{i=k-	au_M}^{k-	au_1(k)-1} \eta(i) \right) \\
- \cdots - \left( \sum_{i=k-	au_M}^{k-	au_1(k)-1} \eta(i) \right)^T R_1 \left( \sum_{i=k-	au_M}^{k-	au_1(k)-1} \eta(i) \right) \\
= -(y(k) - y(k - \tau_m))^T R_1 (y(k) - y(k - \tau_m)) \\
- (y(k - \tau_m) - y(k - \tau_1(k)))^T \\
\cdot R_1 (y(k - \tau_m) - y(k - \tau_1(k))) \\
- (y(k - \tau_1(k)) - y(k - \tau_2(k)))^T \\
\cdot R_1 (y(k - \tau_1(k)) - y(k - \tau_2(k))) \\
\cdots - (y(k - \tau_1(k)) - y(k - \tau_M))^T \\
\cdot R_1 (y(k - \tau_1(k)) - y(k - \tau_M)).
\]

Similarly, we can get

\[
- \sum_{j=k-	au_M}^{k-\tau_1(k)-1} \eta(i)^T R_2 \eta(i) \\
\leq (\tau_1(k) - \tau_1(k)) \alpha^T_1 (k) T_{i+1} R_2^{-1} T_{i+1}^T \alpha^T_1 (k) \\
+ 2\alpha^T_1 (k) T_{i+1} \sum_{j=k-\tau_M}^{k-\tau_1(k)-1} \eta(j).
\]

Combining those inequalities, we obtain

\[
- \sum_{i=k-\tau_M}^{-\tau_M^{-1}} \eta^T (k + i) R_2 \eta (k + i) \\
= - \sum_{i=k-\tau_1(k)}^{k-\tau_1(k)-1} \eta^T (i) R_2 \eta (i) - \sum_{i=k-\tau_2(k)}^{k-\tau_2(k)-1} \eta^T (i) R_2 \eta (i) \\
\cdots - \sum_{i=k-\tau_M}^{k-\tau_M-1} \eta^T (i) R_2 \eta (i) \\
\leq (\tau_1(k) - \tau_1(k)) \alpha^T_1 (k) T_{i+1} R_2^{-1} T_{i+1}^T \alpha^T_1 (k) \\
+ 2\alpha^T_1 (k) T_{i+1} \sum_{j=k-\tau_M}^{k-\tau_1(k)-1} \eta(j) \\
+ \sum_{i=1}^{k-1} \left\{ (\tau_{i+1}(k) - \tau_i(k)) \alpha^T_1 (k) T_{i+1} R_2^{-1} T_{i+1}^T \alpha^T_1 (k) \\
+ 2\alpha^T_1 (k) T_{i+1} \sum_{j=k-\tau_M}^{k-\tau_1(k)-1} \eta(j) \right\} \\
+ (\tau_1(k) - \tau_M) \alpha^T_1 (k) T_{i+1} R_2^{-1} T_{i+1}^T \alpha^T_1 (k) \\
+ 2\alpha^T_1 (k) T_{i+1} \sum_{j=k-\tau_M}^{k-\tau_1(k)-1} \eta(j).
\]

As is well known, for any vectors \( x, y \) and any symmetric matrix \( Z \succ 0 \), the following inequality holds:

\[
-2x^T y \leq x^T Z^{-1} x + y^T Z y.
\]

Denoting \( x = T_{i+1}^T \alpha_1(k), y = \sum_{j=k-\tau_M}^{k-\tau_1(k)-1} \eta(j), Z = R_2/(\tau_1(k) - \tau_1(k)), \) where \( T_{i+1} \) is free matrix, then the last inequality can be expressed as follows:

\[
-2\alpha^T_1 (k) T_{i+1} \sum_{j=k-\tau_M}^{k-\tau_1(k)-1} \eta(j) \\
\leq \alpha^T_1 (k) T_{i+1} Z^{-1} T_{i+1} \alpha^T_1 (k) + (\tau_1(k) - \tau_1(k)) \\
+ 2\alpha^T_1 (k) T_{i+1} \sum_{j=k-\tau_M}^{k-\tau_1(k)-1} \eta(j).
\]
According to the equation in Assumption 1, we have

\[
(f(y(k)) - \hat{f}^i y(k))(f(y(k)) - \hat{f}^i y(k)) \leq 0,
\]

\[
(g(y(k - \tau_i(k))) - \hat{g}^i y(k - \tau_i(k)))
\cdot (g(y(k - \tau_i(k))) - \hat{g}^i y(k - \tau_i(k))) \leq 0.
\]

(23)

It can be deduced that there exist \(U = \text{diag}[u_1, u_2, \ldots, u_n] > 0\) and \(W = \text{diag}[w_1, w_2, \ldots, w_n] > 0\), such that

\[
\begin{align*}
\sum_{i=1}^n u_i \begin{bmatrix}
    y(k) \\
    f(y(k))
\end{bmatrix}^T
    \begin{bmatrix}
        \hat{f}^i & e_i e_i^T - \frac{\hat{f}^i + \hat{f}^i}{2} e_i e_i^T \\
        \hat{f}^i & e_i e_i^T - \frac{\hat{f}^i + \hat{f}^i}{2} e_i e_i^T
    \end{bmatrix}
\begin{bmatrix}
    y(k) \\
    f(y(k))
\end{bmatrix} \\
\leq 0,
\end{align*}
\]

\[
\begin{align*}
\sum_{i=1}^n w_i \begin{bmatrix}
    y(k - \tau_i(k)) \\
    g(y(k - \tau_i(k))
\end{bmatrix}^T
    \begin{bmatrix}
        \hat{g}^i & e_i e_i^T - \frac{\hat{g}^i + \hat{g}^i}{2} e_i e_i^T \\
        \hat{g}^i & e_i e_i^T - \frac{\hat{g}^i + \hat{g}^i}{2} e_i e_i^T
    \end{bmatrix}
\begin{bmatrix}
    y(k - \tau_i(k)) \\
    g(y(k - \tau_i(k))
\end{bmatrix} \\
\leq 0.
\end{align*}
\]

(24)

where \(e_i\) denotes the unit column vector having one element on its \(i\)th row and zeros elsewhere. Derived from \(\sum_{i=k-\sigma}^{k-1} \eta(i) = y(k) - y(k-\sigma)\), we can get the following equation

\[
\begin{align*}
\sum_{i=k-\sigma}^{k-1} \eta(i) = y(k) - y(k-\sigma)
\end{align*}
\]

for any matrices \(V = (V_1^T, V_2^T, V_3^T)^T\) with appropriate dimensions:

\[
\mu(k) = 2 \begin{bmatrix}
    y^T(k) \\
    y^T(k - \sigma)
\end{bmatrix} \begin{bmatrix}
    \sum_{i=k-\sigma}^{k-1} \eta(i)
\end{bmatrix}
\]

(25)

Combining (12)–(25), we obtain

\[
\mathbb{E} \left[ \Delta V(y(k), k) \right] \leq \mathbb{E} \left[ y^T(k) C^T PC y(k) - 2 y^T(k) C^T PA f(y(k)) - 2 \sum_{i=1}^I \eta_i y^T(k) C^T PB g(y(k)) \right.
\]

\[
+ f^T(y(k)) A^T P A f(y(k)) + 2 \sum_{i=1}^I \eta_i f^T(y(k)) A^T P B g(y(k - \tau_i(k)))
\]

\[
+ \alpha_i^T(k, \Psi_1, \alpha_2(k) - \xi(k) T \Psi(k) - \alpha_1^T(k) \Psi_1 \alpha_1(k)
\]

\[
+ \sum_{i=1}^I \left[ (\tau_i - \tau_i - 1) g^T(y(k)) S_i g(y(k)) - g^T(y(k - \tau_i(k))) S_i g(y(k - \tau_i(k)))]
\]

\[
+ \sum_{i=1}^I \left[ (\tau_i - \tau_i - 1) y^T(k) Q_i y(k)
\right.
\]

\[
- y^T(k - \tau_i(k)) Q_i y(k - \tau_i(k)) + \alpha_i^T(k) T_{11} R_{21}^{-1} T_{11} T_{11} \alpha_1(k)
\]

\[
+ \sum_{i=1}^{I-1} \left[ (\tau_i - m) \alpha_i^T(k) T_{11} R_{21}^{-1} T_{11} \alpha_1(k)
\right.
\]

\[
+ \sum_{i=1}^{I-1} 2 \alpha_i^T(k) T_{11} (y(k - \tau_i(k)) - y(k - \tau_i+1(k)))
\]

\[
+ 2 \alpha_i^T(k) T_{11} (y(k - \tau_i - m) - y(k - \tau_i(k)))
\]

\[
+ \eta^T(k) \left[ (\tau_M - \tau_m) h R_2 + (\tau_M - \tau_m) R_2 + \alpha Q \right] \eta(k)
\]

\[
- \frac{1}{\delta} \sum_{i=-\sigma}^{-1} \eta^T(k + i) Q \sum_{i=-\sigma}^{-1} \eta(k + i) + \mu(k)
\]

\]
\[ \theta_T (k) \leq \begin{bmatrix} \Xi + \Phi^T \Gamma_0 \Phi + (\tau_M - \tau_1 (k)) \bar{T}_{i+1} R_1 \bar{T}^T_{i+1} \\
+ \sum_{i=1}^{l-1} (\tau_{i+1} (k) - \tau_i (k)) \bar{T}_{i+1} R_1 \bar{T}^T_{i+1} \\
+ (\tau_1 (k) - \tau_m) \bar{T}_1 R_1 \bar{T}^T_1 \end{bmatrix} \theta (k), \]

we can conclude that \( \sum_{k=1}^{\infty} E \| y(k) \|_F^2 \) is convergent and \( \lim_{k \to +\infty} E \| y(k) \|_2^2 = 0 \), which implies that the system (6) is globally asymptotically stable. Using Schur complement and the boundary condition \( \tau_i (k) \in [\tau_{i-1}, \tau_i] \), we can get the inequality in this theorem.

This completes the proof of the theorem. \( \square \)

**Remark 9.** The stability analysis problem of a general class of discrete-time neural networks with leakage delays is dealt with in Theorem 8. The stability condition can be expressed by a set of LMIs, which can be checked by resorting to MATLAB LMI Toolbox.

**Remark 10.** A similar study to this paper has been investigated in [21, 22, 33]. We note that our new stability criterion for stochastic discrete system benefits from the idea of delay partitioning. Based on the general assumption of time delay, we represent \( r(k) \) as \( l \) parts, such that the condition is not only delay dependent but also dependent on the partitioning number.

**Remark 11.** From the proof of Theorem 8, it can be easily found that we enlarged \( (\tau_1 (k) - \tau_m), (\tau_{i+1} (k) - \tau_i (k), (\tau_1 - \tau_i) (k)) \) into \( h \). We can get the next theorem in a different way to handle \( (\tau_1 (k) - \tau_m), (\tau_{i+1} (k) - \tau_i (k), (\tau_1 - \tau_i) (k)) \).

**Corollary 12.** Under Assumptions 1 and 4, the system (6) with \( \omega(k) = 0 \) is globally asymptotically stable, if there exist positive matrices \( P, R_1, R_2, R_3, Q, S_i \) \( (i = 1, \ldots, l) \), \( W = \text{diag} [\omega_1, \omega_2, \ldots, \omega_l] \), \( U = \text{diag} [u_1, u_2, \ldots, u_l] \), and free matrix \( T_i \) \( (i = 1, 2, \ldots, 2l) \), \( V_1, V_2, V_3 \) with any appropriate dimensions, such that the following LMI holds:

\[ \Xi + \Phi^T \Gamma_0 \Phi + (\tau_j - \tau_i (k)) \bar{T}_{i+1} R_1 \bar{T}^T_{i+1} \leq 0, \]
When \( \tau(k) \in \mathcal{A}_i \), \( \tau_i(k) = \tau(k) \), \( \tau_j(k) = \tau_{j-1} \), \( (j \neq i) \), the last inequality is equivalent to

\[
- \sum_{i=k}^{\tau_m-1} \eta^T (k+i) R_2 \eta (k+i) \\
\leq \left[ \left( \tau_i(k) - \tau_j(k) \right) \alpha_3^T(k) R_{2i-1} \alpha_3(k) + 2 \alpha_3^T(k) R_{2j-1} \alpha_3(k) \right] \\
+ \left( \tau_i(k) - \tau_{j-1} \right) \alpha_3^T(k) R_{2i-1} \alpha_3(k) + 2 \alpha_3^T(k) R_{2j} \left( y(k-\tau_{j-1}) - y(k-\tau_j) \right) \\
+ \left( \tau_i(k) - \tau_{j-1} \right) \alpha_3^T(k) R_{2i-1} \alpha_3(k) + 2 \alpha_3^T(k) R_{2j} \left( y(k-\tau_{j-1}) - y(k-\tau_j) \right) \\
+ \sum_{j \neq i} \left( \tau_j(k) - \tau_{j-1} \right) \alpha_3^T(k) R_{2j-1} \alpha_3(k) + 2 \alpha_3^T(k) R_{2j} \left( y(k-\tau_{j-1}) - y(k-\tau_j) \right) .
\]

By solving the convex LMI condition at boundary conditions \( \tau_i(k) \in [\tau_{i-1}, \tau_i] \), we can get the LMIs in Corollary 12. This completes the proof of Corollary 12. □
Remark 13. The difference between Theorem 8 and Corollary 12 is obvious. The LMIs in Corollary 12 are derived by property of \( \tau_i(k) \), which is more simple than the LMIs in Theorem 8.

The next theorem can be obtained if the stochastic term \( \omega(k) \) is not removed in (6).

**Corollary 14.** Under Assumptions 1 and 4, the system (6) with \( \omega(k) = 0 \) is globally asymptotically stable, if there exist positive matrices \( P = P^T, R_1, R_2, Q_i (i = 1, \ldots, I), S_i (i = 1, \ldots, I) \), \( W = \text{diag}(\omega_1, \omega_2, \ldots, \omega_I) \), \( \mathbf{U} = \text{diag}[u_1, u_2, \ldots, u_I] \), and free matrix \( T_1, T_2, \ldots, T_I \) with any appropriate dimensions, such that the following LMI holds:

\[
P + \tau_M h R_1 + (\tau_M - \tau_m) R_2 < \lambda I,
\]

and the definition of \( \tilde{T}_j \) is the same as it in Theorem 8, and \( \Gamma_{11}, \Gamma_{4,11}, \Gamma_{6,11}, \Gamma_{8,11} \) are \( \Gamma_{10}, \Gamma_{4,10}, \Gamma_{6,10}, \Gamma_{8,10} \), respectively, in Theorem 8.
Proof. As \( \omega(k) \neq 0 \), \( \Delta V_1(y_k, k) \) and \( \Delta V_3(y_k, k) \) are different from Theorem 8,
\[
E \{ \Delta V_1(y_k, k) \} = E \{ E \{ V_1(y_{k+1}, k+1) | y_k \} - V_1(y_k, k) \} = E \{ \zeta^T(k+1) P \zeta(k+1) - \zeta^T(k) P \zeta(k) \} = y^T(k) C^T P Cy(k) - 2y^T(k) C^T P A f(y(k))
- 2 \sum_{i=1}^l \rho_i y^T(k) C^T P B g(y(k-\tau_i(k))) + f^T(y(k)) A^T P A f(y(k))
+ 2 \sum_{i=1}^l \rho_i f^T(y(k)) A^T P B g(y(k-\tau_i(k)))
+ \alpha_2^T(k) \Psi_1 \alpha_2(k)
- \zeta^T(k) P \zeta(k) + \delta^T(k, y(k)) P \delta(k, y(k)).
\]
\[
(38)
\]
Derived from Assumption 3, we can get
\[
\delta^T(k, y(k)) (P + \tau_M h R_1 + (\tau_M - \tau_m) R_2) \delta(k, y(k))
\leq \lambda_{\text{max}} (P + \tau_M h R_1 + (\tau_M - \tau_m) R_2) \delta^T(k, y(k)) \delta(k, y(k))
\leq \lambda \zeta y^T(k) y(k).
\]
\[
(39)
\]
Based on Theorem 8, the desired condition can be obtained. This is the end of proof.

4. Examples

In this section, a numerical example is given to illustrate the effectiveness and benefits of the developed methods.

Example 1. We consider the delayed stochastic DNNs (6) with the following parameters, which have been considered in [33]:
\[
C = \begin{bmatrix} 1.5 & 0 \\ 0 & 1.3 \end{bmatrix}, \quad A = \begin{bmatrix} 0.5 & 0.2 \\ 0.4 & 0.3 \end{bmatrix}, \quad B = \begin{bmatrix} 0.4 & -0.1 \\ 0.1 & 0.2 \end{bmatrix}.
\]
\[
(40)
\]
And the activation functions satisfy Assumption 1 with
\[
F_1 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad F_2 = \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix}; \quad G_1 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix},
\]
\[
G_2 = \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix}.
\]
\[
(41)
\]
For the parameters listed above, we can obtain the following feasible solution. Due to the limitation of the length of this paper, we only provide a part of the feasible solution here:
\[
Q_1 = \begin{bmatrix} 0.7557 & 0.0283 \\ 0.0283 & 0.0014 \end{bmatrix}, \quad Q_2 = \begin{bmatrix} 0.5832 & 0.0217 \\ 0.0217 & 0.0011 \end{bmatrix},
\]
\[
S_1 = \begin{bmatrix} 22.5229 & 1.5164 \\ 1.5164 & 0.1059 \end{bmatrix}, \quad S_2 = \begin{bmatrix} 0.5903 & 0.0055 \\ 0.0055 & 0.0010 \end{bmatrix}.
\]
\[
(42)
\]
5. Conclusions

The stability analysis of stochastic discrete-time NNs with leakage delay has been investigated in this paper via the Lyapunov functional method. By employing delay partition and introducing a new Lyapunov functional, a delay-dependent stability condition is proposed. What is more, more general LMIs conditions on the stability of the stochastic discrete-time NNs are established by choosing a novel Lyapunov-Krasovskii functional. Finally, the feasibility and effectiveness of the developed methods have been shown by the numerical simulation example. The foregoing results have the potential to be useful for the study of leakage delay. And the results can be extended to complex networks with mixed time-varying delays.
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