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Autonomous systems are a class of intelligent systems that can realize autonomous sensing, modeling, decision-making, and control in uncertain, dynamic environments. Typical examples include autonomous vehicles and intelligent software agents in networks. In the past decade, theory and applications of autonomous systems have been investigated from multidisciplinary perspectives including machine learning, pattern recognition, robotics, and intelligent control. In particular, to realize adaptive sensing, modeling, planning, and control for autonomous systems, various machine learning methods play an important role in discovering knowledge from observed data. In this context, due to the increasing complexity of real-world applications, it is necessary for autonomous systems to have improved learning abilities such as online learning, learning from imbalanced data, and so forth. In one of the papers, F. Cheng et al. proposed a structural SVM framework for binary classification problems under class imbalance. The structural SVM framework was designed to directly optimize the performance measures for imbalanced data. In another paper, by introducing a Memorizing-based Data Stream Mining (MDSM) model, Y. Jiang et al. presented a stream data learning algorithm called MAE (Memorizing based Adaptive Ensemble), where a forgetting strategy is designed based on a forgetting curve and a recalling strategy is given based on ensemble pruning. The paper by Y. Zhou and S. Sun focused on semisupervised learning methods for dimension reduction, where a new regularizer based on tangent spaces is proposed to preserve the local manifold property in a semisupervised way. The proposed method is called Semisupervised Tangent Space Discriminant analysis and the global optimal solution can be obtained by solving a generalized eigenvalue problem.

The first group of papers focused on new machine learning algorithms for difficult learning tasks in autonomous sensing and modeling, such as learning from stream data, semisupervised learning, learning from imbalanced data, and so forth. In one of the papers, F. Cheng et al. proposed a structural SVM framework for binary classification problems under class imbalance. The structural SVM framework was designed to directly optimize the performance measures for imbalanced data. In another paper, by introducing a Memorizing-based Data Stream Mining (MDSM) model, Y. Jiang et al. presented a stream data learning algorithm called MAE (Memorizing based Adaptive Ensemble), where a forgetting strategy is designed based on a forgetting curve and a recalling strategy is given based on ensemble pruning. The paper by Y. Zhou and S. Sun focused on semisupervised learning methods for dimension reduction, where a new regularizer based on tangent spaces is proposed to preserve the local manifold property in a semisupervised way. The proposed method is called Semisupervised Tangent Space Discriminant analysis and the global optimal solution can be obtained by solving a generalized eigenvalue problem.

The second group of papers investigated a collection of autonomous sensing problems and proposed specific learning-based or data-driven feature extraction and classification methods for these problems. By combining...
the local Gabor features and a spatial pyramid matching model, B. Dong and G. Ren proposed a new scene classification approach with a modified kernel principal component analysis algorithm. In the paper by S. Zhu and L. Xia, the human action recognition problem in video data was studied, where silhouette features were combined with local optical flow features and an improved multi-instance learning algorithm was used. After introducing the concept of micro-community, J. Qi et al. proposed a community clustering algorithm for community mining in complex networks. X. Zhang et al. presented a Delaunay-based stereo matching method which aims to compute the disparity map with reduced computational costs. In this method, the selection of the parameters was realized in a data-driven way, whereas some learning-based methods may be developed to improve the performance further.

The third and final group of papers comprises two works that are dedicated to solve learning-based control problems. Aiming at reinforcement learning methods for autonomous control systems, X. Chen et al. presented a two-stage simultaneous learning method for a policy evaluation network using Gaussian kernels. Then, by combining the critic learning method in an actor-critic learning control framework, a Gaussian-kernel-based adaptive dynamic programming (GKADP) approach was also developed. In the last paper of this issue, M. AlDhaifallah applied twin support vector machines to model identification of nonlinear Wiener systems. Two simulation examples were provided to show the performance of twin support vector regression in identifying nonlinear Wiener models.

In order to deal with the upcoming challenges in autonomous systems, it is necessary to develop more advanced machine learning techniques and theories in the literature. We hope that the collected papers in this special issue can shed some light on future innovative work.
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