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Abstract. 
Due to nonlinear and multiscale characteristics of temperature time series, a new model called wavelet network model based on multiple criteria decision making (WNMCDM)  has been proposed, which combines the advantage of wavelet analysis, multiple criteria decision making, and artificial neural network. One case for forecasting extreme monthly maximum temperature of Miyun Reservoir has been conducted to examine the performance of WNMCDM model. Compared with nearest neighbor bootstrapping regression (NNBR), the probability of relative error smaller than 10% increases from 65.79% to 84.21% (forecast period ) and from 51.35% to 91.89%  by WNMCDM model. Similarly, the probability of relative error smaller than 20% increases from 84.21% to 97.37%  and from 81.08% to 91.89%  by WNMCDM model. Therefore, WNMCDM model is superior to NNBR model in forecasting temperature time series.



1. Introduction
Temperature time series are closely related to human life. The accurate prediction of the temperature time series offers important information for the city planning, land use, the design of civil project, and water resource management. Meteorological system is the result of the comprehensive effect of climate factors and human activity factors [1]. It is difficult for a single method to establish an effective model [2].
In recent years, wavelet analysis has become a research boom. It has huge advances in signal processing, image compress and encoding, tongue encoding, mode identification, and nonlinear science fields. Wavelet analysis has good multitime and scale features, which provides useful decompositions of original time series; so wavelet-transformed data improves other models the forecasting ability by capturing useful information on various resolution levels. The document [3] pointed out the potential applications of wavelet analysis to analyze temperature series. Jones and Moberg [4] studied the multiscale characteristics of temperature. Therefore, wavelet analysis has made great progress in the analysis of temperature time series.
Artificial neural network (ANN) has shown great ability in modeling and forecasting nonlinear and nonstationary time series in meteorology and water resources engineering due to its adaptive, self-organizing, self-learning ability. Campolo et al. [5] reported that their ANN model had better prediction accuracy and flexibility than statistical regression and simple conceptual models. Fan and Fu [6] presented an improved BP algorithm to optimize weights of neural network and achieved great prediction effect. In conclusion, ANN is a good method to predict temperature series.
Wavelet neural network model for predicting time series has become a hot study area since Zhang and Benveniste firstly proposed concepts and algorithms of wavelet neural network (WNN) and applied it for chaotic time series prediction [7]. The wavelet network model achieved good results in studying and predicting chaotic time series. Lv and Zhao [8] indicated that wavelet network method is more accurate than neural network from simulation results and can be effectively used in the prediction of nonlinear time series. Wang and Ding [9] revealed that wavelet network method could increase the forecasted accuracy and prolong the length time of prediction. But the hidden nodes are difficult to decide, and multiple criteria decision making can solve this problem. Wavelet network model based on multiple criteria decision making (WNMCDM) is firstly proposed in this paper. We will introduce the theory of WNMCDM model and prove the feasibility and accuracy by a practical case.


2. WNMCDM Model
Each part of wavelet network model based on multiple criteria decision making (WNMCDM) plays an importance role in forecasting time series. Wavelet analysis is used to determine cycle of temperature series and obtain high and low frequency components. Then artificial neural network is applied to predict future temperature by using above high and low frequency components. In the meantime, multiple criteria decision making is critical in determining the hidden nodes of ANN. The specific steps are shown in following context.
Step 1 (wavelet analysis). Discrete wavelet transform is selected to decompose and reconstruct the time series because observed time series in the real world are usually discrete, such as monthly runoff series and monthly temperature series [10, 11]. We adopt common discrete wavelet transform a trous in this paper. Complex time sequence  is decomposed into different frequency blocks by [12]
							
						where  is the discrete low-pass filter; in this paper,  spline defined as  is used [13]; ,  are background information (low frequency) and detail information (high frequency) and ;  is the scale which generally takes the natural logarithm of .  are called discrete wavelet transform with the resolution level .
Step 2 (artificial neural network). Recent studies have shown that three-layer ANN network model can depict any complex nonlinear function, which basically solves the forecasting and simulation work. So three-layer neural network is also suitable for predicting temperature series. But input data needs to be standardized firstly by limiting to the range . The input of BP network is , and the number of nodes is . The output is , and the number of nodes is 1. Figure 1 shows the structure of ANN. Hidden layer nodes are determined by multiple criteria decision making by Step 3. Conjugate gradient momentum BP algorithm has been adopted in this paper.




	
	
		
			
		
			
		
			
		
			
		
		
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
					
				
					
				
			
		
		
			
				
		
			
		
			
		
			
		
			
		
			
		
			
		
		
		
		
		
		
	


Figure 1: Structure diagram of ANN.


Step 3 (multiple criteria decision making). In order to improve computational efficiency and accuracy, it is necessary to take root mean squared error (RMSE) and mean absolute error (MAE) and modified coefficient of efficiency (MCE) to determine accurate number of hidden nodes. MAE, RMSE, and MCE are defined as follows. Low MAE and RMSE and high MCE mean better prediction effect [14]:
							
3. Applications in Extreme Temperature
3.1. Study Area and Data
Miyun Reservoir is a large water conservancy that controls flood and supplies water for industrial and agricultural activities in region, which is a major source of urban water supply of Beijing. It has a total capacity of 4.375 billion m3 and controls 15788 km2 of river basin area [15]. Given the importance of Miyun Reservoir in supplying water for Beijing and the deterioration of climate change, it is vital to analyze the meteorological conditions. Therefore, the extreme monthly maximum temperature from 1989 to 2009 at Miyun Reservoir is applied to conduct the experiment. In order to facilitate research, we deliberately expanded ten times of the original sequence.
3.2. Wavelet Analysis
The original series is decomposed into  by a trous with the scale . Figure 2 shows the wavelet decomposition sequences .




	
	
		
			
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
			
		
			
		
		
			
		
		
			
		
			
		
			
		
		
			
		
			
		
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
			
				
			
				
					
		
		
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
			
				
			
				
					
		
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
			
		
		
			
		
			
		
			
		
		
			
		
			
		
			
		
			
		
			
		
		
			
		


Figure 2: Wavelet decomposition sequences of extreme monthly maximum temperature in Miyun Reservoir.


3.3. Extreme Monthly Maximum Temperature Forecast by WANN
Given two forecasting periods ( months), the first 176 months’ data is used to train the model, the remaining 38 months for validation of ANN, and the last 38 month for testing the model. Then scale number ; therefore the input data is  and the output is . We initially set the hidden layer nodes as 10. So the structure of network is 4-10-1. The weight parameters of network are estimated by conjugate gradient momentum BP algorithm. Training times are 5000. Figure 3 shows the comparison results () between observed values and predicted results by ANN.




	
	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
		
		
			
		
		
		
		
			
		
			
		
		
		
		
			
		
			
		
		
		
			
		
			
		
		
		
		
		
			
	


Figure 3: Comparison results () between observed value and predicted value by ANN.


3.4. Multiple Criteria Decision Making
In order to improve the prediction accuracy, multiple criteria decision making is used to revise hidden nodes of WANN model and reduce the uncertain part. Taking the hidden nodes from 5 to 10, given two forecasting periods (), Table 1 shows that hidden nodes are 7 with higher MCE and lower MAE, RMSE.
Table 1: MCE, MAE, and RMSE results of different hidden nodes.
	

	Hidden nodes		
	MAE	RMSE	MCE	MAE	RMSE	MCE
	

	5	11.49	14.13	0.87	10.64	13.04	0.88
	6	11.54	13.46	0.87	10.97	13.76	0.88
	7	10.25	12.14	0.89	10.64	12.99	0.88
	8	10.51	12.78	0.88	14.29	17.54	0.85
	9	10.13	12.43	0.89	11.71	14.68	0.87
	10	10.83	13.16	0.88	19.96	24.81	0.78
	



3.5. Comparing to NNBR Model
The comparative analysis of testing value based on the extreme monthly maximum temperature by using the WNMCDM model and NNBR model is displayed in Table 2. Figures 4(a) and 4(b) present the predicted results between the observed value and predicted value of last 38 months. It is obvious to see that the WNMCDM model has better prediction accuracy due to good forecasting results. Table 2 shows that the probability of relative error smaller than 10% could increase from 65.79% to 84.21% () and from 51.35% to 91.89% () by WNMCDM model; similarly, the probability of relative error smaller than 20% could increase from 84.21% to 97.37% () and from 81.08% to 91.89% () by WNMCDM model.
Table 2: The comparative results of the extreme monthly maximum temperature by using WNMCDM and NNBR based monthly average temperature of Miyun Reservoir.
	

	           Model	     WNMBP	       NNBR
	Forecast period				
	

	Test	Error < 10%	84.21	91.89	65.79	51.35
	Error < 20%	97.37	91.89	84.21	81.08
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(b)
Figure 4: (a) Comparison results () between observed and predicted value by WNMCDM and NNBR model. (b) Comparison results () between observed and predicted value by WNMCDM and NNBR model based on the extreme monthly maximum temperature of Miyun Reservoir.


4. Conclusion
In order to get the better prediction of temperature time series, three steps are carried out. The first step is using wavelet analysis to get decomposed sequences. The second step is applying artificial neural network to predict temperature. At last, multiple criteria decision making is critical in determining the hidden nodes of ANN and reduce their uncertain ingredients. WNMCDM model is superior to NNBR model in predicting extreme monthly maximum temperature of Miyun Reservoir because the probability of relative error smaller than 10% could increase from 65.79% to 84.21% () and from 51.35% to 91.89% () by WNMCDM model; similarly, the probability of relative error smaller than 20% could increase from 84.21% to 97.37% () and from 81.08% to 91.89% () by WNMCDM model.
However, many factors affect the temperature time series. Further study of WNMBP model about meteorological forecast will be implemented involving climate change, the impact of human activities, and other factors. In this way, the prediction of time series will be more reliable and more accurate.
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