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The purpose of this paper is to investigate a higher-order nonlinear Schrödinger equation with non-Kerr term by using the bifurcation theory method of dynamical systems and to provide its bounded traveling wave solutions. Applying the theory, we discuss the bifurcation of phase portraits and investigate the relation between the bounded orbit of the traveling wave system and the energy level. Through the research, new traveling wave solutions are given, which include solitary wave solutions, kink wave solutions, and periodic wave solutions.

1. Introduction

In the past decades, communication systems have scored a great growth of the transmission capacity. Due to the undamped and unchanged characteristics in a far distance, optical solitons are the focus of many research groups during the past decades and stand a good chance to be the main information carriers in telecommunications in the future. Ignoring optical losses, the wave dynamics of nonlinear pulse propagation in a monomode fiber is described by the nonlinear Schrödinger equation [1, 2], which accounts for the group velocity dispersion and self-phase modulation. To increase the bit rate, it is often desirable to use shorter femtosecond pulses. However, when short pulses are considered, the equation can no longer represent the propagations of light pulses in fibers because higher-order dispersion terms and the non-Kerr nonlinearity effects cannot be neglected. This phenomenon can be expressed by a higher-order nonlinear Schrödinger equation [3]:

\[ i\frac{E_z}{2} - \frac{\beta_2}{2} E_{tt} + \gamma_1 |E|^2 E = i\frac{\beta_3}{6} E_{ttt} + i\alpha_1 \left( |E|^2 E \right) + i\alpha_2 \left( |E|^2 \right), \]  

where \( \alpha_1, \alpha_2, \beta_2, \beta_3, \) and \( \gamma_1 \) are real constants. \( E(t,x) \) is a slowly varying envelope amplitude, \( t \) represents the normalized retarded time (in the group velocity frame), and \( z \) represents the normalized distance along the direction of propagation. \( \beta_2 \) comes from the group velocity dispersion (GVD). \( \gamma_1 \) is proportional to the nonlinear index which originates from the Kerr effect. \( \beta_3 \) is the coefficients with the relevant work of the third-order dispersion. \( \alpha_1 \) is related to self-steepening due to stimulated Raman scattering. The coefficient of the last term that is proportional to \( \alpha_2 = \gamma_1 T_R \) has its origin in the delayed Raman response \( T_R \). Generally speaking, \( T_R \) can be estimated from the slope of the Raman gain and is defined as the first moment of the nonlinear response function [4]. In fact, \( \alpha_2 \) should be an imaginary number, but many analytical studies have been done when \( \alpha_2 \) is real, such as Painlevé property [5], inverse scattering transform [6], Hirota direct method, and conservation laws [7]. These researches verify its integrable nature and have obtained many exact wave solutions.

Laser spectroscopic techniques have been widely used in all fields of science. It can help us observe the physical processes in materials and molecules which occur on a femtosecond time scale by using ultrashort lasers. The pulses can also be applied in telecommunication and ultrafast signal...
routing systems. Research indicates that non-Kerr nonlinear
effects begin to have some effects when the pulse width
becomes narrower and the intensity of the incident light
field becomes stronger. The influence is described by the
NLS family of equations with nonlinear terms [8]. The
nonlinearity due to fifth-order susceptibility can be obtained
in many optical materials such as semiconductors and some
transparent organic materials. Actually, it is also important
to include some additional higher-order perturbation effects
into the HNLS equation to analyze the solitary wave solution
in a non-Kerr nonlinear medium.

In this paper, with the aid of Mathematica, we study the
new traveling wave solutions for a higher-order NLS equation
that contains the non-Kerr nonlinear terms, which describes
propagation of very short pulses in highly nonlinear optical
fibers by using different elliptic functions. The bifurcation
theory method is widely used to solve differential equations
[9–12]. By using this method of dynamical systems, we obtain
the explicit expressions of the bounded traveling wave solu-
tions for the equation and investigate the relation between the
bounded orbit of the traveling wave system and the energy
level \( h \). The new solutions correspond to the orbits on phase
portraits and they include solitary, kink, and periodic wave
solutions. Note that the existence of solitary wave solutions
depends essentially on the model coefficients and therefore
on the specific nonlinear features of the medium.

2. Bifurcation and Phase Portraits

We consider the higher-order NLS equation with non-Kerr
term [13]:

\[
\begin{align*}
&iE_x - \frac{\beta_2}{2} E_{tt} + \gamma_1 |E|^2 E = i \frac{\beta_3}{6} E_{ttt} + i \alpha_1 (|E|^4 E)_t \\
&\quad+ i \alpha_2 (|E|^4 E)_t + i \alpha_3 (|E|^4 E)_t + i \alpha_4 (|E|^4 E)_t,
\end{align*}
\]

(2)

where \( \alpha_1, \alpha_2, \alpha_3, \beta_2, \beta_3, \gamma_1, \) and \( \gamma_2 \) are real constants. \( \gamma_2, \alpha_3, \) and \( \alpha_4 \) represent the coefficients of quintic non-
Kerr nonlinearities. The quintic nonlinearities arise from the
expansion of the refractive index of the light pulse. The polar-
izations induced through the susceptibilities give the cubic and
quintic (non-Kerr) terms in a nonlinear Schrödinger
equation. When \( \gamma_2 = \alpha_3 = \alpha_4 = 0, \) (2) reduces to (1).

Assume that (2) has the form of the exact solution

\[
E(z,t) = u(\xi) e^{i(kz-ct)}, \quad \xi = pz - qt,
\]

(3)

where \( u(\xi) \) is the real-valued function and the parameters of
\( p, q, k, \) and \( c \) are real constants to be determined later.

Substituting (3) into (2) and removing the exponential
term, we change (2) into the form (3)

\[
\begin{align*}
\frac{1}{6} \beta_3 c^3 u(\xi) - i \beta_2 c^2 q u'(\xi) + \frac{1}{2} \beta_2 c^2 u(\xi) \\
\quad- \frac{1}{2} \beta_2 c q^2 u''(\xi) - i \beta_2 c q u'(\xi)
\end{align*}
\]

(4)

The real and imaginary parts of (4), respectively, are

\[
\begin{align*}
3q^2 (\beta_2 + \beta_3 c) u''(\xi) - (\beta_3 c^3 + 3 \beta_2 c^2 - 6k) u(\xi) \\
\quad- (6\gamma_1 - 6\alpha_1 c) u(\xi)^3 - (6\gamma_2 - 6\alpha_2 c) u(\xi)^5 = 0,
\end{align*}
\]

(5)

\[
\begin{align*}
\frac{1}{6} \beta_3 c^3 u''(\xi) - \frac{1}{2} \beta_2 c^2 q - \beta_2 c q + p
\end{align*}
\]

(6)

Integrating (6), we can get

\[
\begin{align*}
\frac{1}{6} \beta_3 c^3 u''(\xi) - \frac{1}{2} \beta_2 c^2 q - \beta_2 c q + p
\end{align*}
\]

(7)

where \( n \) is a constant. Equations (5) and (7) can be reduced to
an equation if \( n = 0 \) and

\[
\begin{align*}
- \frac{3q^2 (\beta_2 + \beta_3 c)}{\beta_2 q^3/6} = \frac{\beta_3 c^3 + 3 \beta_2 c^2 - 6k}{(1/2) \beta_2 c^2 q - \beta_2 c q + p}
\end{align*}
\]

(8)

By solving (8), we get

\[
\begin{align*}
c = \frac{-15\alpha_2 \gamma_1 - 12\alpha_2 \gamma_2 + 15\alpha_1 \gamma_1 + 10\alpha_2 \gamma_2}{2 (5\alpha_2 \alpha_3 - 6\alpha_1 \alpha_4)} \neq \frac{\beta_2}{\beta_3},
\end{align*}
\]
\[ p = -\frac{q}{45(5\alpha_2\alpha_3^2 - 6\alpha_3\alpha_4)^2(\alpha_3y_1 - \alpha_4y_2)^2} \times \left( -540\alpha_2\alpha_3^3\beta_3y_1^3 - 375\alpha_2^2\alpha_3\beta_3y_1y_2^2 + 900\alpha_2\alpha_3\alpha_4\beta_3y_1^2 + 250\alpha_2^2\beta_3^2y_1^3 - 900\alpha_2^2\alpha_3\beta_3y_1y_2^2 - 900\alpha_2\alpha_3\alpha_4\beta_3y_1^2 + 540\alpha_2^2\alpha_2\beta_3y_1y_2^2 + 1080\alpha_2^2\alpha_2\beta_3y_1^2 \right) \times (\alpha_3\gamma_1y_2 - \alpha_1\gamma_2)^2 \times (-540\alpha_2\alpha_3^2\gamma_1 - 900\alpha_3\alpha_4\gamma_2 + 250\alpha_3\alpha_4\gamma_2) + 900\alpha_3\alpha_4\gamma_2 \] 

\[ \beta_2 = -\frac{\beta_3(-5\alpha_3y_1 - 6\alpha_4y_1 + 5\alpha_1y_2 + 5\alpha_2y_2)}{5\alpha_2\alpha_3 - 6\alpha_3\alpha_4} \]  

or

\[ k = \frac{\beta_2^3}{3\beta_3^2}, \quad c = -\frac{\beta_2}{\beta_3}, \quad y_1 = -\frac{\alpha_1\beta_2}{\beta_3}, \quad y_2 = -\frac{\alpha_3\beta_2}{\beta_3} \]

Then (5) and (7) reduce to the following planar dynamical system:

\[ \frac{du}{dt} = y, \]
\[ \frac{dy}{dt} = a_1u(u^4 + a_2u^2 + a_3), \]  

where \( a_1 = (-3\beta_3^2q - 6\beta_3cq + 6p)/\beta_3^3, \quad a_2 = (6\alpha_4q + 4\alpha_3q)/\beta_3^3, \) and \( a_3 = (6\alpha_4q + 24\alpha_3q^2)/\beta_3^3 \).

Obviously, the above system (II) has the first integral

\[ H(u, y) = \frac{1}{2}y^2 - \frac{a_1}{6}u^6 - \frac{a_1a_2}{4}u^4 - \frac{a_1a_3}{2}u^2 = h. \]  

We suppose that

\[ M(u_0, y_0) = \begin{pmatrix} 0 & 1 \\ a_1a_3 & 0 \end{pmatrix} \]

is the coefficient matrix of the linearized system (II) at an equilibrium point \((u_0, y_0)\) and

\[ J(u_0, y_0) = \begin{pmatrix} 0 & 1 \\ a_1(4u_0^3 + 2a_2u_0^3 + a_3) & 0 \end{pmatrix} \]

is the Jacobian determinant. By the bifurcation theory of planar dynamical system, we know that if \( J < 0 \), then the equilibrium point is a saddle point; if \( J > 0 \) and Trace\((M)\) = 0, then it is a center point; if \( J > 0 \) and Trace\((M)\)^2 - 4\( J \) = 0, then it is a node; if \( J = 0 \) and Poincaré index of the equilibrium point is 0, then it is a cusp point. By using the above facts to do qualitative analysis, we have the following.

1. If \( a_1 > 0 \) and \( a_2^2 < 4a_3 \) or \( a_1 < 0 \) and \( a_2^2 < 4a_3 \), then system (II) has only one equilibrium point \( O(0, 0) \). It is easy to find \( J(O) < 0 \). So it is a saddle point (see Figure 1).

2. If \( a_1 < 0, a_2 > 0, a_3 > 0 \), and \( a_2^2 > 4a_3 \), then system (II) has only one equilibrium point \( O(0, 0) \). It is easy to find that \( J(O) > 0 \) and Trace\((M(O)) = 0 \). So it is a center point (see Figure 2).

3. If \( a_1 > 0, a_2 < 0, a_3 > 0 \), and \( a_2^2 = 4a_3 \), then system (II) has three equilibrium points \( O(0, 0) \) and \( P_{\pm}(\pm\sqrt{-a_2}/2, 0) \). If \( J(O) < 0, J(P_{\pm}) = 0 \), and Poincaré index of \( P_{\pm} \) is equal to zero. So \( O \) is a saddle point; \( P_{\pm} \) are cusp points (see Figure 3).

4. If \( a_1 < 0, a_2 < 0, a_3 > 0 \), and \( a_2^2 = 4a_3 \), then system (II) has three equilibrium points \( O(0, 0) \) and \( P_{\pm}(\pm\sqrt{-a_2}/2, 0) \). If \( J(O) > 0, \) Trace\((M(O)) = 0, J(P_{\pm}) = 0 \), and Poincaré index of \( P_{\pm} \) is equal to zero. So \( O \) is a center point; \( P_{\pm} \) are cusp points (see Figure 4).

5. If \( a_1 > 0 \) and \( a_3 < 0 \), then system (II) has three equilibrium points \( O(0, 0) \) and \( Q_{\pm}(\pm\sqrt{-a_2 + \sqrt{a_2^2 - 4a_3}})/2, \)
Figure 3: The phase portraits of (11) when $a_1 > 0$, $a_2 < 0$, $a_3 > 0$, and $a_2^2 = 4a_3$.

Figure 5: The phase portraits of (11) when $a_1 > 0$ and $a_3 < 0$.

Figure 6: The phase portraits of (11) when $a_1 < 0$ and $a_3 < 0$.

0). $J(O) > 0$, Trace$(M(O)) = 0$, and $J(Q_{1\pm}) < 0$. So $O$ is a center point; $Q_{1\pm}$ are saddle points (see Figure 5).

(6) If $a_1 < 0$ and $a_3 < 0$, then system (II) has three equilibrium points $O(0, 0)$ and $Q_{2\pm}(\pm\sqrt{-a_2 + \sqrt{a_2^2 - 4a_3}}/2, 0)$. $J(O) < 0$, $J(Q_{2\pm}) > 0$, and Trace$(M(Q_{2\pm})) = 0$. So $O$ is a saddle point; $Q_{2\pm}$ are center points (see Figure 6).

(7) If $a_1 > 0$, $a_2 < 0$, $a_3 > 0$, and $a_2^2 > 4a_3$, then system (II) has five equilibrium points $O(0, 0)$, $R_{1\pm}(\pm\sqrt{-a_2 - \sqrt{a_2^2 - 4a_3}}/2, 0)$, and $S_{1\pm}(\pm\sqrt{a_2 + \sqrt{a_2^2 - 4a_3}}/2, 0)$. $J(O) < 0$, $J(S_{1\pm}) < 0$, $J(R_{1\pm}) > 0$, and Trace$(M(R_{1\pm})) = 0$. So $O$ and $S_{1\pm}$ are saddle points; $R_{1\pm}$ are center points. Furthermore, if $a_2 < (16/3)a_3$, then $H(R_{1\pm}) < H(S_{1\pm}) < H(O)$ (see Figure 7); if $a_2 = (16/3)a_3$, then $H(R_{1\pm}) < H(S_{1\pm}) = H(O)$ (see Figure 8); if $a_2 > (16/3)a_3$, then $H(R_{1\pm}) < H(O) < H(S_{1\pm})$ (see Figure 9).

(8) If $a_1 < 0$, $a_2 < 0$, $a_3 > 0$, and $a_2^2 > 4a_3$, then system (II) has five equilibrium points $O(0, 0)$, $R_{2\pm}(\pm\sqrt{-a_2 - \sqrt{a_2^2 - 4a_3}}/2, 0)$, and $S_{2\pm}(\pm\sqrt{-a_2 + \sqrt{a_2^2 - 4a_3}}/2, 0)$. $J(O) > 0$, Trace$(M(O)) = 0$, $J(S_{2\pm}) > 0$, Trace$(M(S_{2\pm})) = 0$, and $J(R_{2\pm}) < 0$. So $O$ and $S_{2\pm}$ are center points; $R_{2\pm}$ are saddle points (see Figure 10).

For a fixed $h \in \mathbb{R}$, the curve

$$
\mathcal{C}_h = \{(u, y) \in \mathbb{R} \times \mathbb{R} : H(u, y) = h\}
$$

(15)

is called a level curve with energy level $h$ [14]. Obviously, each orbit of (12) is a branch of certain energy curve. For convenience, we name the orbit as the orbit with energy level $h$.

To facilitate further analysis, we investigate the relation between the bounded orbit of (12) and the energy level $h$.

Put

$$F_h(u) = h + \frac{a_1}{6}u^6 + \frac{a_1a_2}{4}u^4 + \frac{a_1a_3}{2}u^2.
$$

(16)
If $a_1 > 0$, $a_2 < 0$, and $a_3 > 0$, it is easy to obtain the five extreme points of $F_h(u)$ as follows:

\[ u_0 = 0, \]
\[ u_{1\pm} = \pm \sqrt{-a_2 - \sqrt{a_2^2 - 4a_3^2}} - \frac{2}{2}, \]
\[ u_{2\pm} = \pm \sqrt{-a_2 + \sqrt{a_2^2 - 4a_3^2}} - \frac{2}{2}. \] (17)

Let
\[ h_1 = -F_0(u_{1\pm}), \quad h_2 = -F_0(u_{2\pm}). \] (18)

Therefore we can easily draw the graphics of the function $F_h(u)$ in Figures 11, 12, and 13.

Observe that the energy curve $C_h$ is equivalent to the curve defined by $(1/2)y^2 = F_h(u)$. According to the above analysis, we have the following.

**Case 1.** Assume that $a_1 > 0$, $a_2 < 0$, $a_3 > 0$, and $a_2^2 > (16/3)a_3$; system (II) has three saddle points $O$, $S_{1+}$, and two center points $R_{1\pm}$. There exist two homoclinic orbits with energy level 0 to the saddle point $O$ (corresponding to red closed lines $L(O, O)$ in the left half-plane and the right half-plane in Figure 7) and two families of periodic orbits with energy level $h$ ($h \in (h_{11}, 0)$) around the centers $R_{1\pm}$ (corresponding to orange closed lines in the left half-plane and the right half-plane in Figure 7) which lie inside of above two homoclinic orbits, respectively. Besides, system (II) has a singular closed orbit with energy level $h_2$ to the closed curve $L(S_{1-}, S_{1+}, S_{1-})$ (corresponding to the green closed lines in Figure 7) and a family of periodic orbits with energy level $h$ ($h \in (0, h_2)$) (corresponding to the family of periodic orbits enclosing the equilibrium points $O$ and $S_{1+}$) which lie inside of above singular closed orbit. It implies that for (II) there exist three families of periodic wave solutions, two solitary wave solutions, and two kink wave solutions.

**Case 2.** Assume that $a_1 > 0$, $a_2 < 0$, $a_3 > 0$, and $a_2^2 = (16/3)a_3$; system (II) has three saddle points $O$, $S_{1+}$, and two center points $R_{1\pm}$. There exist a singular closed orbit with energy level 0 to the closed curve $L(S_{1-}, 0, S_{1+}, 0, S_{1-})$ (corresponding to the red closed lines in Figure 8) and two families of periodic orbits with energy level $h$ ($h \in (h_{11}, 0)$) around the centers $R_{1\pm}$ (corresponding to green closed lines in the left half-plane and the right half-plane in Figure 8) which lie inside of above singular closed orbit. It means that there exist two families of periodic wave solutions and four kink wave solutions.
3. Traveling Wave Solutions of the HNLS Equation

(1) Solitary, Kink, and Periodic Wave Solutions When \( a_1 > 0, a_2 < 0, a_3 > 0, \) and \( a_2^2 > (16/3) a_3 \). (i) If \( h = 0 \), as is seen in Figure 7, there are two symmetric homoclinic orbits connected at the saddle point \( O \). In \((u, y)\)-plane the expressions of the homoclinic orbits are given as

\[
y = \pm \sqrt{\frac{a_1}{3}} \left( u^2 - n_1 \right) \left( n_2 - u^2 \right),
\]

where

\[
m_{1,2} = \frac{-3a_2 \mp \sqrt{9a_2^2 - 48a_3}}{4}.
\]

Substituting (19) into \( du/d\xi = y \) and integrating them along the homoclinic orbits, noticing that \( E(z, t) = u(\xi) e^{i(\kappa z - ct)} \) and \( \xi = pz - qt \), we get two solitary wave solutions:

\[
E_{s1}(z, t) = \pm \frac{m_1 m_2 \text{sech}^2 \sqrt{a_1 m_2/3} (pz - qt)}{m_2 - m_1 \text{tanh}^2 \sqrt{a_1 m_2/3} (pz - qt)} e^{i(\kappa z - ct)},
\]

which correspond to the family of homoclinic orbits \( L(O, O) \) in the left half-plane and \( L(O, O) \) in the right half-plane shown in Figure 7.

(ii) If \( h = h_2 \), as is seen in Figure 7, there are two heteroclinic orbits connected at the saddle points \( S_{1-} \) and \( S_{1+} \). In \((u, y)\)-plane the expressions of the heteroclinic orbits are given as

\[
y = \pm \sqrt{\frac{a_1}{3}} \left( u^2 - n_1 \right) \left( n_2 - u^2 \right),
\]

where

\[
n_1 = \frac{-a_2 - 2\sqrt{a_2^2 - 4a_3}}{2},
\]

\[
n_2 = \frac{-a_2 + \sqrt{a_2^2 - 4a_3}}{2}.
\]

Substituting (22) into \( du/d\xi = y \) and integrating them along the heteroclinic orbits, noticing that \( E(z, t) = u(\xi) e^{i(\kappa z - ct)} \) and \( \xi = pz - qt \), we get two kink wave solutions:

\[
E_{k1}(z, t) = \pm \frac{-n_1 n_2 \text{tanh} \sqrt{a_1 n_2 (n_2 - n_1)/3} (pz - qt)}{n_2 \text{sech}^2 \sqrt{a_1 n_2 (n_2 - n_1)/3} (pz - qt) - n_1} e^{i(\kappa z - ct)},
\]

which correspond to the family of heteroclinic orbits \( L(S_{1-}, S_{1+}) \) and \( L(S_{1+}, S_{1-}) \) shown in Figure 7.
(iii) If \( h \in (h_1, 0) \), as is seen in Figure 7, there are two families of periodic orbits inside the homoclinic orbits. In 
\((u, y)\)-plane the expressions of the periodic orbits are given as \((\varphi_1 \in ((-a_2 - \sqrt{a_2^2 - 4a_3})/2, n_1)):\)

\[
y = \pm \sqrt{\frac{a_1}{3}} (\varphi_1 - u^2) (u^2 - \varphi_3) (\varphi_3 - u^2),
\]

where

\[
\varphi_2 = \frac{-2\varphi_1 - 3a_2 - \sqrt{(2\varphi_1 + 3a_2)^2 - 8 (2\varphi_1^2 + 3a_2\varphi_1 + 6a_3)}}{4},
\]

\[
\varphi_3 = \frac{-2\varphi_1 - 3a_2 + \sqrt{(2\varphi_1 + 3a_2)^2 - 8 (2\varphi_1^2 + 3a_2\varphi_1 + 6a_3)}}{4}.
\]

Substituting (25) into \( du/d\xi = y \) and integrating them along the periodic orbits, noticing that \( E(z, t) = u(\xi)e^{(kz-ct)} \) and \( \xi = pz - qt \), we get a family of periodic wave solutions:

\[
E_{3k}(z, t) = \pm \left( \left( \psi_1 \psi_2 \right) \times \left( \varphi_1 - (\varphi_1 - \varphi_2) \right) \right.
\]

\[
\times \text{sn}^2 \left( \frac{\sqrt{\frac{a_1}{3}} (\varphi_3 - \varphi_2)}{\varphi_1 (\varphi_3 - \varphi_2)} \right) \left( \frac{pz - qt}{3} \right)^{1/2},
\]

\[
\left. \times e^{(kz-ct)} \right),
\]

which correspond to two families of periodic orbits inside the homoclinic orbits in the right half-plane and in the left half-plane shown in Figure 7.

When the energy level \( h \to 0 \), the above periodic solutions tend to the solitary wave solutions (21).

(iv) If \( h \in (0, h_2) \), as is seen in Figure 7, there is a family of periodic orbits enclosing the equilibrium points \( R_{1L}, O \) and \( R_{1r} \). In \((u, y)\)-plane the expressions of the periodic orbits are given as \((\varphi_1 \in (n_1, m_2)):\)

\[
y = \pm \sqrt{\frac{a_1}{3}} (\varphi_1 - u^2) (u^2 + \psi_2) (\psi_3 - u^2),
\]

where

\[
\psi_2 = \frac{2\varphi_1 + 3a_2 + \sqrt{(2\varphi_1 + 3a_2)^2 - 8 (2\varphi_1^2 + 3a_2\varphi_1 + 6a_3)}}{4},
\]

\[
\psi_3 = \frac{-2\varphi_1 - 3a_2 + \sqrt{(2\varphi_1 + 3a_2)^2 - 8 (2\varphi_1^2 + 3a_2\varphi_1 + 6a_3)}}{4}.
\]

Substituting (28) into \( du/d\xi = y \) and integrating them along the solitons, noticing that \( E(z, t) = u(\xi)e^{(kz-ct)} \) and \( \xi = pz - qt \), we get a family of periodic wave solutions:

\[
E_{5k}(z, t) = \pm \sqrt{\frac{3a_3}{2}} \left[ 1 + \tanh \sqrt{\frac{3a_3}{2}} \left( \frac{pz - qt}{\ln \frac{1}{\sqrt{\varphi_1^2/4}} \right) \right]^{1/2} \times e^{(kz-ct)},
\]

which correspond to a family of periodic orbits enclosing three equilibrium points shown in Figure 7.

When the energy level \( h \to 0 \), the above periodic solutions also tend to the solitary wave solutions (21).

(2) Kink and Periodic Wave Solutions When \( a_1 > 0, a_2 < 0, a_3 > 0 \), and \( a_2^2 = (16/3)a_3 \). (i) If \( h = h_2 \), as is seen in Figure 8, there are four heteroclinic orbits. In \((u, y)\)-plane the expressions of the heteroclinic orbits are given as

\[
y = \pm \sqrt{\frac{a_1}{3}} (u^2 + \frac{3a_2}{4}).
\]

Substituting (31) into \( du/d\xi = y \) and integrating them along the heteroclinic orbits, noticing that \( E(z, t) = u(\xi)e^{(kz-ct)} \) and \( \xi = pz - qt \), we get four kink wave solutions:

\[
E_{3k}(z, t) = \pm \sqrt{\frac{3a_3}{2}} \left[ 1 + \tanh \sqrt{\frac{3a_3}{2}} \left( \frac{pz - qt}{\ln \frac{1}{\sqrt{\varphi_1^2/4}} \right) \right]^{1/2} \times e^{(kz-ct)},
\]

\[
E_{5k}(z, t) = \pm \sqrt{\frac{3a_3}{2}} \left[ 1 - \tanh \sqrt{\frac{3a_3}{2}} \left( \frac{pz - qt}{\ln \frac{1}{\sqrt{\varphi_1^2/4}} \right) \right]^{1/2} \times e^{(kz-ct)},
\]
which correspond to $L(O,B_{+})$, $L(O,B_{-})$, $L(B_{+},O)$, and $L(B_{-},O)$ in Figure 8.

(ii) If $h_1 < h < h_2$, as is seen in Figure 8, there are two families of periodic orbits inside the homoclinic orbits. Thus we have the same solutions as (27).

3 (Solitary and Periodic Wave Solutions When $a_1 > 0, a_2 < 0$, $a_3 > 0$, and $4a_3 < a_2^2 < (16/3)a_3$. (i) If $h = h_2$, as is seen in Figure 9, there are two symmetric homoclinic orbits connected at the saddle points $S_{1+}$ and $S_{1-}$. In $(u, y)$-plane the expressions of the homoclinic orbits are given as

$$y = \pm \sqrt{\frac{a_1}{2} \left( u^2 - n_1 \right) \left( n_2 - u^2 \right)}$$

where $n_1$ and $n_2$ satisfy (23).

Substituting (33) into $d\xi/dt = y$ and integrating them along the homoclinic orbits, noticing that $E(z, t) = u(\xi)e^{i(kz-ct)}$ and $\xi = pz - qt$, we get two solitary wave solutions:

$$E_{71}(z, t) = \pm \sqrt{\frac{n_1 n_2}{n_2 + (n_1 - n_2) \tanh^2 \frac{1}{3} \left( n_1 n_2 (n_2 - n_1) / (pz - qt) \right)}} \times e^{i(kz-ct)}$$

(ii) If $h \in (h_1, h_2)$, as is seen in Figure 9, there are two families of periodic orbits inside the homoclinic orbits. Thus we have the same solutions as (27).

We will draw the figures of some solutions under the special conditions. Figure 14 is a bell solitary wave solution of the field $|E_{1+}|$ given by (21) when the energy level $h = 0$. Figure 15 shows the kink wave solution of the field $|E_{2+}|$ given by (21) when the energy level $h = h_2$. Figure 16 is a plot for the periodic wave solution of the field $|E_{3+}|$ given by (27) when the energy level $h = -0.0390$. Figure 17 is a periodic wave solution of the field $|E_{4+}|$ given by (30) when the energy level $h = 0.0030$. Figure 18 shows periodic wave solutions of the field $|E_{3+}|$ given by (27) when $\varphi_1 \in (-(a_2 - \sqrt{a_1^2 - 4a_3})/2, n_1)$.

We can see that when $\varphi_1 \rightarrow -(a_2 - \sqrt{a_1^2 - 4a_3})/2$, or we say $h \rightarrow h_1$, these periodic wave solutions will be reduced back to zero. When $\varphi_1 \rightarrow n_1$, or we say $h \rightarrow 0$, the periodic solutions tend to the solitary wave solutions (21). Figure 19 is a periodic wave solution of the field $|E_{4+}|$ when $\varphi_1$ changes. When the energy level $h \rightarrow 0$, the above periodic solutions also tend to the solitary wave solutions (21). Figures 20, 21, 22, 23, 24, and 25 show the relationship near critical points between $E_{1+}(\xi), E_{2+}(\xi)$ and $a_1, a_2,$ and $a_3$, respectively.

4. Conclusion

By using the bifurcation theory method of dynamical systems, we successfully obtain 10 phase portraits for the corresponding dynamic system of (2). Through analysing three of these phase portraits, we get new traveling wave solutions, including solitary wave solutions, kink wave solutions, and periodic wave solutions. The solutions are new and have not been investigated. By the dependent variable transformations, four linear forms for (2) can also be obtained. We will
Figure 17: $u = |E_{4+}|$ when $a_1 = 1, a_2 = -6, a_3 = 1, p = 1, q = 1$, and $h = 0.0030$.

Figure 18: $u = |E_{3+}|$ when $a_1 = 1, a_2 = -6, a_3 = 1$.

Figure 19: $u = |E_{4+}|$ when $a_1 = 1, a_2 = -6, a_3 = 1$.

Figure 20: $u = |E_{1+}|$ when $a_2 = -6$ and $a_3 = 1$.

Figure 21: $u = |E_{1+}|$ when $a_1 = 1$ and $a_3 = 1$.

Figure 22: $u = |E_{2+}|$ when $a_1 = 1$ and $a_2 = -6$.

continue to consider the problem by using Hirota method in the future.
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