Research Article

Lucas Polynomial Approach for System of High-Order Linear Differential Equations and Residual Error Estimation

Muhammed Çetin, Mehmet Sezer, and Coşkun Güler

Department of Mathematics, Faculty of Science, Celal Bayar University, Manisa, Turkey

Department of Mathematical Engineering, Faculty of Chemistry-Metallurgical, Yıldız Technical University, Istanbul, Turkey

Correspondence should be addressed to Mehmet Sezer; mehmet.sezer@cbu.edu.tr

Received 15 November 2014; Accepted 5 January 2015

1. Introduction

The systems of differential equations with variable coefficients have been encountered in many scientific and technological problems. Some of these differential equation systems do not have analytic solutions, so numerical methods are required. The systems of linear differential equations have been solved by many mathematicians and engineers by using the various methods such as variational iteration method [1], the differential transform method [2–5], the Adomian decomposition method [6, 7] and the linearizability criteria [8, 9], finite difference method [10], and Adomian-Padé technique [11].

Taylor, Chebyshev, Legendre, Bernstein, Hermite, Laguerre, and Bessel matrix methods are used for solving differential and integral equations, integrodifferential-difference equations, and their systems in [12–20]. In this paper, by means of the above-mentioned methods and the Lucas polynomials, we have developed a new method called Lucas collocation method to solve the system of high-order linear differential equations with variable coefficients in the form

\[
L \left[ y_i \left( x \right) \right] = \sum_{n=0}^{m} \sum_{j=1}^{k} p_{n,j} \left( x \right) y_j^{(n)} \left( x \right) = g_i \left( x \right), \quad (i = 1, 2, \ldots, k, \ 0 \leq a \leq x \leq b)
\]  

under the mixed conditions

\[
\sum_{n=0}^{m-1} \left[ a_{n,i} y_j^{(n)} \left( a \right) + b_{n,i} y_j^{(n)} \left( b \right) \right] = c_{j,i}, \quad (i = 0, 1, \ldots, m-1, \ j = 1, 2, \ldots, k, \ n = 0, 1, \ldots, m-1),
\]

where \( y_j^{(0)}(x) = y_j(x) \) is an unknown function, \( p_{n,j}(x) \) and \( g_i(x) \) are the known continuous functions defined on interval \([a, b]\), and coefficients \( a_{n,i}, b_{n,i} \) and \( c_{j,i} \) are the real constants.

In addition, by improving the present method with the help of the residual error function used in [21–25], we obtain the corrected approximate solutions of the system (1) expressed in the truncated Lucas series form

\[
y_{j,N,M}(x) = y_{j,N}(x) + e_{j,N,M}(x), \quad j = 1, 2, \ldots, k,
\]

where

\[
y_j \equiv y_{j,N}(x) = \sum_{n=0}^{N} a_{j,n} L_n \left( x \right)
\]

is the Lucas polynomial solution and

\[
e_{j,N,M}(x) = \sum_{n=0}^{M} a_{j,n} L_n \left( x \right), \quad (M > N)
\]
is the solution of the error problem obtained with the aid of
the residual error function. Here $a_{j,n}$, $(n = 0, 1, 2, \ldots, N)$ and $a_{j,n}^*$, $(n = 0, 1, 2, \ldots, N)$ are the unknown Lucas coefficients,
and $L_n(x)$, $n = 0, 1, \ldots, N$ are the Lucas polynomials defined
by

$$L_0(x) = 2;$$

$$L_n(x) = \sum_{k=0}^{[n/2]} \frac{n}{n-k} \binom{n-k}{k} x^{n-2k}, \quad (n \geq 1),$$

$$\begin{bmatrix}
\frac{n}{2}, & \text{n even} \\
\frac{(n-1)}{2}, & \text{n odd}
\end{bmatrix}, \quad (n = 0, 1, 2, \ldots, N)$$

[26–28]. The purpose of this study is to improve the approxi-
mate solutions for high-order systems of ODEs by means of
the residual error function and to give an efficient and useful
error estimation via the error problem.

In order to find solutions of the system (1), with the mixed
conditions (2), we can use the collocation points defined by

$$x_i = a + \frac{b-a}{N} i, \quad i = 0, 1, \ldots, N, \quad 0 \leq a \leq x \leq b. \quad (7)$$

2. Fundamental Matrix Relations

The Lucas polynomials $L_n(x)$ can be written in the matrix
form as

$$L(x) = X(x) D^T,$$

where

$$L(x) = [L_0(x) \quad L_1(x) \quad L_2(x) \cdots L_N(x)],$$

$$X(x) = \begin{bmatrix}
1 & x & x^2 & \cdots & x^N
\end{bmatrix},$$

and if $N$ is odd,

$$D = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
\frac{1}{2} & 0 & \cdots & 0 \\
\frac{1}{2} & \frac{1}{2} & \cdots & 0 \\
\frac{1}{2} & \frac{1}{2} & \cdots & \frac{1}{2} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{n-1}{n-1/2} & \frac{n-1}{n-1/2} & \cdots & \frac{n-1}{n-1/2} \\
\frac{n-1/2}{(n+1)/2} & \frac{n-1/2}{(n+1)/2} & \cdots & \frac{n-1/2}{(n+1)/2} \\
\frac{n-1/2}{n/2} & \frac{n-1/2}{n/2} & \cdots & \frac{n-1/2}{n/2}
\end{bmatrix}$$

(10)

If $N$ is even,

$$D = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
\frac{1}{2} & 0 & \cdots & 0 \\
\frac{1}{2} & \frac{1}{2} & \cdots & 0 \\
\frac{1}{2} & \frac{1}{2} & \cdots & \frac{1}{2} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{n-1}{n/2} & \frac{n-1}{n/2} & \cdots & \frac{n-1}{n/2} \\
\frac{n-1}{n/2} & \frac{n-1}{n/2} & \cdots & \frac{n-1}{n/2} \\
\frac{n}{n/2} & \frac{n}{n/2} & \cdots & \frac{n}{n/2}
\end{bmatrix}$$

(11)
We can write the approximate solutions $y_{j,N}(x)$ given by (4) in the matrix form
\[ y_{j,N}(x) = L(x) A_j, \quad j = 1, 2, \ldots, k, \] (12)
where
\[ A_j = [a_{j,0} \ a_{j,1} \ a_{j,2} \ \cdots \ a_{j,N}]^T. \] (13)

From (8) and (12), we obtain the matrix relation
\[ y_{j,N}(x) = X(x) D^T A_j. \] (14)

Also, the relation between the matrix $X(x)$ and its derivatives $X^{(k)}(x)$ is
\[ X^{(k)}(x) = X(x) B^k, \] (15)
where
\[ B = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\ 0 & 0 & 2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & N \\ 0 & 0 & 0 & \cdots & 0 \end{bmatrix} \] (16)

and $B^0 = I_{(N+1)\times(N+1)}$ is the unit matrix.

By using the relations (14) and (15), we obtain the following relations:
\[ y^{(i)}_{j,N}(x) = X(x) B^i D^T A_j, \] (17)
\[ i = 0, 1, \ldots, m, \quad j = 1, 2, \ldots, k. \]

Hence, we can write the matrix relations as
\[ Y^{(i)}(x) = \overline{X}(x) \left( \overline{B} \right)^i \overline{D} A_i, \quad i = 0, 1, \ldots, m, \] (18)
where
\[ Y^{(i)}(x) = \begin{bmatrix} y^{(i)}_{1,N}(x) \\ y^{(i)}_{2,N}(x) \\ \vdots \\ y^{(i)}_{k,N}(x) \end{bmatrix}, \]
\[ \overline{X}(x) = \begin{bmatrix} X(x) & 0 & \cdots & 0 \\ 0 & X(x) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & X(x) \end{bmatrix}, \]
\[ \overline{B} = \begin{bmatrix} B & 0 & \cdots & 0 \\ 0 & B & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & B \end{bmatrix}, \]
\[ \overline{D} = \begin{bmatrix} D^T & 0 & \cdots & 0 \\ 0 & D^T & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & D^T \end{bmatrix}, \]
\[ A = \begin{bmatrix} A_1 \\ A_2 \\ \vdots \\ A_k \end{bmatrix}. \]

### 3. Method for Solution

Firstly, we can write the system (1) in the matrix form
\[ \sum_{i=0}^{m} P_i(x) Y^{(i)}(x) = G(x), \] (20)
where
\[ P_i(x) = \begin{bmatrix} p^{(i)}_{1,1}(x) & p^{(i)}_{1,2}(x) & \cdots & p^{(i)}_{1,k}(x) \\ \vdots & \vdots & \ddots & \vdots \\ p^{(i)}_{k,1}(x) & p^{(i)}_{k,2}(x) & \cdots & p^{(i)}_{k,k}(x) \end{bmatrix}, \]
\[ G(x) = \begin{bmatrix} g_1(x) \\ g_2(x) \\ \vdots \\ g_k(x) \end{bmatrix}. \]

By substituting the collocation points (7) into (20) we obtain the system of matrix equations
\[ \sum_{i=0}^{m} P_i(x_i) Y^{(i)}(x_i) = G(x_i), \quad s = 0, 1, \ldots, N, \] (22)
or the compact form
\[ \sum_{i=0}^{m} P_i Y^{(i)} = G, \] (23)
where
\[ P_i = \begin{bmatrix} P_i(x_0) & 0 & \cdots & 0 \\ 0 & P_i(x_1) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & P_i(x_N) \end{bmatrix}, \]
\[ Y^{(i)} = \begin{bmatrix} Y^{(i)}(x_0) \\ Y^{(i)}(x_1) \\ \vdots \\ Y^{(i)}(x_N) \end{bmatrix}, \]
\[ G = \begin{bmatrix} G(x_0) \\ G(x_1) \\ \vdots \\ G(x_N) \end{bmatrix}. \]

From the relation (18) and the collocation points (7), we have
\[ Y^{(i)}(x_s) = \overline{X}(x_s) \left( \overline{B} \right)^i \overline{D} A_i, \quad s = 0, 1, \ldots, N, \] (25)
or, briefly,
\[ Y^{(i)} = X \left( \overline{B} \right)^i \overline{D} A_i. \] (26)
where

$$
X = \begin{bmatrix}
X(x_0) \\
X(x_1) \\
\vdots \\
X(x_N)
\end{bmatrix},
$$

and

$$
\overline{X}(x_i) = \begin{bmatrix}
X(x_i) & 0 & \cdots & 0 \\
0 & X(x_i) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & X(x_i)
\end{bmatrix}.
$$

By substituting (26) into (23), we obtain the fundamental matrix equation as

$$
\left\{ \sum_{i=0}^{m} p_i X \left( \overline{B} \right)^{\dagger} \overline{D} \right\} A = G.
$$

In (28) the full dimensions of the matrices $P_i$, $X$, $\overline{B}$, $\overline{D}$, $A$, and $G$ are $k(N+1) \times k(N+1)$, $k(N+1) \times k(N+1)$, $k(N+1) \times k(N+1)$, $k(N+1) \times k(N+1)$, and $k(N+1) \times 1$, respectively.

The fundamental matrix equation (28) corresponding to (1) can be written in the form

$$
WA = G \quad \text{or} \quad [W; G].
$$

This is a linear system of $k(N+1)$ algebraic equations in the $k(N+1)$ unknown Lucas coefficients such that

$$
W = \sum_{i=0}^{m} p_i X \left( \overline{B} \right)^{\dagger} \overline{D} = [w_{pq}],
$$

$$
p, q = 1, 2, \ldots, k(N+1).
$$

By using the conditions (2) and the relations (18), the matrix form for the conditions is obtained as

$$
\sum_{j=0}^{m-1} \left[ a_j \overline{X}(a) + b_j \overline{X}(b) \right] \left( \overline{B} \right)^{\dagger} \overline{D} A = C,
$$

where

$$
a_j = \begin{bmatrix}
a_{ij}^0 & 0 & \cdots & 0 \\
0 & a_{ij}^1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & a_{ij}^k
\end{bmatrix},
$$

$$
b_j = \begin{bmatrix}
b_{ij}^0 & 0 & \cdots & 0 \\
0 & b_{ij}^1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & b_{ij}^k
\end{bmatrix},
$$

and

$$
C = \begin{bmatrix}
c_0 \\
c_1 \\
\vdots \\
c_k
\end{bmatrix}.
$$

Hence, the unknown Lucas coefficients matrix $A$ is determined. We can find the Lucas polynomial solutions

$$
y_{j,N}(x) = \sum_{n=0}^{N} a_{j,n} L_n(x), \quad j = 1, 2, \ldots, k.
$$

4. Residual Correction and Error Estimation

In this section, we will give an error estimation for the Lucas polynomial solutions (4) with the residual error function [21–25]. Moreover, we will improve the solution (4) by means of the residual error function. Firstly, we can define the residual function of the method as

$$
R_{k,N}(x) = L \left[ y_{j,N}(x) \right] - g_j(x),
$$

$$
(i = 1, 2, \ldots, k, \quad j = 1, 2, \ldots, k).
$$

Here, $y_{j,N}(x)$ represent the Lucas polynomial solutions given by (4) of the problem (1) and (2). Hence, $y_{j,N}(x)$ satisfies the problem

$$
L \left[ y_{j,N}(x) \right] = \sum_{n=0}^{m} \sum_{j=1}^{k} p_{ij}^{(n)} y_{j,N}^{(n)}(x) = g_j(x) + R_{k,N}(x),
$$

$$
(i = 1, 2, \ldots, k, \quad j = 1, 2, \ldots, k, \quad n = 0, 1, \ldots, m),
$$

$$
\sum_{n=0}^{m-1} \left[ a_{j,n} y_{j,N}^{(n)}(a) + b_{j,n} y_{j,N}^{(n)}(b) \right] = c_{ij},
$$

$$
(i = 0, 1, \ldots, m-1, \quad j = 1, 2, \ldots, k, \quad n = 0, 1, \ldots, m - 1).
$$
Also, the error function \( e_{j,N}(x) \) can be defined as

\[
e_{j,N}(x) = y_j(x) - y_{j,N}(x),
\]
where \( y_j(x) \) are the exact solutions of the problem (1) and (2). From (1), (2), (38), and (40), we obtain the error differential equation system

\[
L \left[ e_{j,N}(x) \right] = L \left[ y_j(x) \right] - L \left[ y_{j,N}(x) \right] = -R_{i,N}(x)
\]
with the homogeneous mixed conditions

\[
\sum_{n=0}^{m-1} \left[ a_{jn} e_j^{(n)}(a) + b_{jn} e_j^{(n)}(b) \right] = 0,
\]
\[
(i = 0, 1, \ldots, m - 1, \ j = 1, 2, \ldots, k, \ n = 0, 1, \ldots, m - 1)
\]
or, openly, the error problem

\[
\sum_{n=0}^{m-1} \sum_{j=1}^{k} \sum_{i=0}^{m} p_{ij}^{(n)}(x) e_j^{(n)}(x) = -R_{i,N}(x),
\]
\[
(i = 1, 2, \ldots, k, \ j = 1, 2, \ldots, k, \ n = 0, 1, \ldots, m),
\]

\[
\sum_{n=0}^{m-1} \left[ a_{ij}^{(n)} y_j^{(n)}(a) + b_{ij}^{(n)} y_j^{(n)}(b) \right] = 0,
\]
\[
(i = 0, 1, \ldots, m - 1, \ j = 1, 2, \ldots, k, \ n = 0, 1, \ldots, m - 1).
\]

Here, note that the nonhomogeneous mixed conditions

\[
\sum_{n=0}^{m-1} \left[ a_{jn} y_j^{(n)}(a) + b_{jn} y_j^{(n)}(b) \right] = c_{ij},
\]
\[
(i = 0, 1, \ldots, m - 1, \ j = 1, 2, \ldots, k, \ n = 0, 1, \ldots, m - 1),
\]

are reduced to homogeneous mixed conditions

\[
\sum_{n=0}^{m-1} \left[ a_{jn} y_j^{(n)}(a) + b_{jn} y_j^{(n)}(b) \right] = 0,
\]
\[
(i = 0, 1, \ldots, m - 1, \ j = 1, 2, \ldots, k, \ n = 0, 1, \ldots, m - 1).
\]

The error problem (43) can be solved by using the procedure in Section 3. Thus, we obtain the approximation \( e_{j,N,M}(x) \) to \( e_{j,N}(x) \) as follows:

\[
e_{j,N,M}(x) = \sum_{n=0}^{M} a_{jn}^* L_n(x), \quad (M > N, \ j = 1, 2, \ldots, k).
\]

Consequently, the corrected Lucas polynomial solution \( y_{j,N,M}(x) = y_{j,N}(x) + e_{j,N,M}(x) \) is obtained by means of the polynomials \( y_{j,N}(x) \) and \( e_{j,N,M}(x), M > N. \) Also, we construct the error function \( e_{j,N}(x) = y_j(x) - y_{j,N}(x), \) the estimated error function \( e_{j,N,M}(x), \) and the corrected error function \( e_{j,N,M}(x) = y_j(x) - y_{j,N,M}(x). \)

### 5. Numerical Examples

In this section, the several numerical examples are given to demonstrate the efficiency and applicability of our method. The computations related to the examples are calculated by using a computer programme which is called \textit{Maple} and the figures are drawn in \textit{Matlab}. In tables and figures, we calculate the values of the Lucas polynomial solution \( y_{j,N}(x), \) the corrected Lucas polynomial solution \( y_{j,N,M}(x) = y_{j,N}(x) + e_{j,N,M}(x), \) the absolute error function \( |e_{j,N}(x)| = |y_j(x) - y_{j,N}(x)|, \) and the estimated absolute error function \( |e_{j,N,M}(x)|. \)

**Example 1.** Let us consider the system of second-order linear differential equations given by

\[
y_1^{(2)}(x) + x y_1(x) + x y_2(x) = 2,
\]
\[
y_2^{(2)}(x) + 2 x y_2(x) + 2 x y_1(x) = -2,
\]

with the boundary conditions

\[
y_1(0) = 0, \quad y_1(1) = 0, \quad y_2(0) = 0, \quad y_2(1) = 0
\]

which has the exact solutions \( y_1(x) = x^2 - x \) and \( y_2(x) = -x^2 + x \) [30]. In this problem \( k = 2, m = 2, p_{1,1}^{(0)} = 1, p_{2,1}^{(0)} = 0, p_{1,1}^{(1)} = x, p_{2,1}^{(1)} = 0, p_{1,2}^{(1)} = 0, p_{2,2}^{(1)} = 2 x, \) \( p_{1,2}^{(2)} = 2 x, p_{2,2}^{(2)} = 2 x, \) \( g_1(x) = 2, \) \( g_2(x) = -2. \)

The approximate solutions \( y_{1,2}(x) \) and \( y_{2,2}(x) \) for \( N = 2 \) are given by

\[
y_{1,2}(x) = \sum_{n=0}^{2} a_{jn} L_n(x), \quad (i = 1, 2).
\]

The set of the collocation points given by (7) for \( a = 0, \) \( b = 1, \) and \( N = 2 \) is calculated as

\[
\left\{ x_0 = 0, \ x_1 = \frac{1}{2}, \ x_2 = 1 \right\}.
\]

From (28), the fundamental matrix equation of the problem (47) is written as

\[
\begin{bmatrix} p_0 X D + p_1 X B D + p_2 X (B^2 D) \end{bmatrix} A = G.
\]

By applying the procedure in Section 3, we obtain the Lucas polynomial solutions for \( N = 2 \) as \( y_{1,2}(x) = x^2 - x \) and \( y_{2,2}(x) = -x^2 + x, \) which are the exact solutions.
Table 1: Numerical results of the exact solutions $y_i(x)$ and the approximate solutions $\{y_{i,N}(x), y_{i,N,M}(x)\}$ for $i = 1, 2, N = 6$ and $M = 8, 11$ of problem (52).

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>$y_1(x_i)$</th>
<th>$y_{1,6}(x_i)$</th>
<th>$y_{1,6,8}(x_i)$</th>
<th>$y_{1,6,11}(x_i)$</th>
<th>$y_2(x_i)$</th>
<th>$y_{2,6}(x_i)$</th>
<th>$y_{2,6,8}(x_i)$</th>
<th>$y_{2,6,11}(x_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.806485719482</td>
<td>0.806485689143</td>
<td>0.80648579287</td>
<td>0.806485719292</td>
<td>0.098405441705</td>
<td>0.098405456828</td>
<td>0.098405441810</td>
<td>0.098405441788</td>
</tr>
<tr>
<td>0.2</td>
<td>0.62525170873</td>
<td>0.62525667103</td>
<td>0.62525170990</td>
<td>0.625251708032</td>
<td>0.193895101008</td>
<td>0.193895121487</td>
<td>0.193895101121</td>
<td>0.193895101070</td>
</tr>
<tr>
<td>0.5</td>
<td>0.145975834384</td>
<td>0.145975783291</td>
<td>0.145975834384</td>
<td>0.145975834133</td>
<td>0.466457257480</td>
<td>0.466457282978</td>
<td>0.466457257577</td>
<td>0.466457257606</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.252886020789</td>
<td>-0.252886103976</td>
<td>-0.252886020930</td>
<td>-0.252886021210</td>
<td>0.724228025488</td>
<td>0.724228067006</td>
<td>0.724228025625</td>
<td>0.724228025747</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.48252662627107</td>
<td>-0.4825266262764</td>
<td>-0.482526626284</td>
<td>-0.482526626284</td>
<td>1.0</td>
<td>0.890857245275</td>
<td>0.890857246295</td>
<td>0.890857244962</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the actual and estimated absolute errors for $N = 6$ and $M = 8, 11$ of the problem (52).

| $x_i$ | Actual absolute errors $|e_{1,6}(x_i)| = |y_1(x_i) - y_{1,6}(x_i)|$ | Estimated absolute errors $|e_{1,6,8}(x_i)| = |y_{1,6,8}(x_i) - y_{1,6,11}(x_i)|$ |
|-------|------------------------------------------------|------------------------------------------------|
| 0.1   | 3.0339e−8 | 3.0144e−8 | 3.0149e−8 |
| 0.2   | 4.1070e−8 | 4.0888e−8 | 4.0930e−8 |
| 0.5   | 5.1093e−8 | 5.0951e−8 | 5.0851e−8 |
| 0.8   | 8.3187e−8 | 8.3065e−8 | 8.2796e−8 |
| 1.0   | 5.6070e−7 | 5.6232e−7 | 5.5982e−7 |

| $x_i$ | Actual absolute errors $|e_{2,6}(x_i)| = |y_2(x_i) - y_{2,6}(x_i)|$ | Estimated absolute errors $|e_{2,6,8}(x_i)| = |y_{2,6,8}(x_i) - y_{2,6,11}(x_i)|$ |
|-------|------------------------------------------------|------------------------------------------------|
| 0.1   | 1.5123e−8 | 1.5017e−8 | 1.5040e−8 |
| 0.2   | 2.0479e−8 | 2.0367e−8 | 2.0418e−8 |
| 0.5   | 2.5498e−8 | 2.5404e−8 | 2.5377e−8 |
| 0.8   | 4.1518e−8 | 4.1390e−8 | 4.1270e−8 |
| 1.0   | 2.7910e−7 | 2.8011e−7 | 2.7877e−7 |

Figure 1: (a) Comparison of the exact solution $y_1(x)$ and the approximate solutions $y_{1,6}(x)$ and $y_{1,6,8}(x)$. (b) Comparison of the exact solution $y_2(x)$ and the approximate solutions $y_{2,6}(x)$ and $y_{2,6,8}(x)$. 
Figure 2: (a) Comparison of the actual and estimated absolute errors for \( y_1(x) \). (b) Comparison of the actual and estimated absolute errors for \( y_2(x) \).

Table 3: Numerical results of the exact solutions \( y_1(x) \), \( y_2(x) \) and the Lucas polynomial solutions \( y_{1,N}(x) \), \( y_{2,N}(x) \) for \( N = 6, 8, 11 \) of problem (52).

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>( y_1(x_i) )</th>
<th>( y_{1,6}(x_i) )</th>
<th>( y_{1,8}(x_i) )</th>
<th>( y_{1,11}(x_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.806485719482</td>
<td>0.806485689143</td>
<td>0.806485719479</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.625251708173</td>
<td>0.62525167103</td>
<td>0.625251708169</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.145975834384</td>
<td>0.145975834317</td>
<td>0.145975834379</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>-0.252886020789</td>
<td>-0.252886020880</td>
<td>-0.252886020798</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>-0.482526627107</td>
<td>-0.482526627122</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>( y_2(x_i) )</th>
<th>( y_{2,6}(x_i) )</th>
<th>( y_{2,8}(x_i) )</th>
<th>( y_{2,11}(x_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.098405441705</td>
<td>0.098405441730</td>
<td>0.098405441706</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.193895101008</td>
<td>0.193895101033</td>
<td>0.193895101010</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.466457257480</td>
<td>0.466457257479</td>
<td>0.466457257479</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.724228025488</td>
<td>0.724228025484</td>
<td>0.724228025484</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.890857245275</td>
<td>0.890857245264</td>
<td>0.890857245264</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Comparison of the absolute error functions \(|e_{1,N}(x)|\), \(|e_{2,N}(x)|\) for \( N = 5, 6, 8, 11 \) of problem (52).

| \( x_i \) | \( |e_{1,5}(x_i)| \) | \( |e_{1,6}(x_i)| \) | \( |e_{1,8}(x_i)| \) | \( |e_{1,11}(x_i)| \) |
|----------|-----------------|-----------------|-----------------|-----------------|
| 0.1      | 5.9187e-7       | 3.0339e-8       | 4.9550e-11      | 2.3912e-12      |
| 0.2      | 1.0110e-6       | 4.1070e-8       | 4.9303e-11      | 2.8583e-12      |
| 0.5      | 1.0978e-6       | 5.1093e-8       | 6.4840e-11      | 4.8214e-12      |
| 0.8      | 9.0094e-7       | 8.3187e-8       | 9.1255e-11      | 8.8867e-12      |
| 1.0      | 1.3659e-5       | 5.6070e-7       | 1.1536e-9       | 1.4366e-11      |

| \( x_i \) | \( |e_{2,5}(x_i)| \) | \( |e_{2,6}(x_i)| \) | \( |e_{2,8}(x_i)| \) | \( |e_{2,11}(x_i)| \) |
|----------|-----------------|-----------------|-----------------|-----------------|
| 0.1      | 2.9327e-7       | 1.5123e-8       | 2.4764e-11      | 1.5621e-12      |
| 0.2      | 5.0134e-7       | 2.0479e-8       | 2.4641e-11      | 1.5043e-12      |
| 0.5      | 5.4596e-7       | 2.5498e-8       | 3.2407e-11      | 2.5725e-12      |
| 0.8      | 4.5116e-7       | 4.1518e-8       | 4.5610e-11      | 6.7968e-12      |
| 1.0      | 6.7555e-6       | 2.7910e-7       | 3.7653e-10      | 1.3288e-11      |
Table 5: Comparison of the absolute error functions $|e_{1,N}(x)|$ and $|e_{2,N}(x)|$ for different methods of problem (52).

| $x_i$ | Chebyshev method in [12] $|e_{1,1}(x_i)|$ | Stehfest Method in [29] $|e_{1,5}(x_i)|$ | Present method $|e_{1,11}(x_i)|$ | Present method $|e_{2,11}(x_i)|$ |
|-------|------------------|------------------|------------------|------------------|
| 0.1   | 4.5105e − 5      | 6.7614e − 5      | 5.9187e − 7      | 2.3912e − 12     |
| 0.2   | 7.9850e − 5      | 8.4949e − 5      | 1.0110e − 6      | 2.8583e − 12     |
| 0.5   | 9.7191e − 5      | 3.1897e − 3      | 1.0978e − 6      | 4.8214e − 12     |
| 0.8   | 8.0060e − 5      | 5.2028e − 4      | 4.5110e − 7      | 8.8867e − 12     |
| 1.0   | 1.0677e − 4      | 1.1938e − 2      | 1.3659e − 5      | 1.4366e − 11     |

Example 2. Let us consider the linear differential equations system given by

\[
\begin{align*}
    y_1^{(1)}(x) + y_2^{(1)}(x) + y_2(x) &= x - e^{-x}, \\
    y_1^{(1)}(x) + 4y_2^{(1)}(x) + y_1(x) &= 1 + 2e^{-x},
\end{align*}
\]

with the initial conditions

\[
y_1(0) = 1, \quad y_2(0) = 0
\]

which has the exact solutions $y_1(x) = e^{-x} + 3e^{-x/3} - 3$ and $y_2(x) = -e^{-x}/2 + 3e^{-x}/2 - 1 + x$ [12, 29]. In this problem $k = 2$, $m = 1, p_{1,1}^1 = 1, p_{1,1}^0 = 0, p_{1,2}^1 = 1, g_1(x) = x - e^{-x}$, $p_{2,1}^0 = 1, p_{2,1}^1 = 1, p_{2,2}^1 = 4, p_{2,2}^0 = 0$, and $g_2(x) = 1 + 2e^{-x}$.

We can write the fundamental matrix equation of the problem (52) from (28) as

\[
\begin{bmatrix} P_0X \bar{D} + P_1X \bar{B} \bar{D} \end{bmatrix} A = G.
\]

By using our method, the approximate solutions of the problem (52) for $N = 6$ are obtained as

\[
y_{1,6}(x) = -1.99999999999999994x + 0.66666862136828521x^2 - 0.18511323850338488x^3 + (0.429421011671410024e - 1)x^4 - (0.7937368973290355e - 2)x^5 + (0.9237777698612969e - 3)x^6
\]
Figure 4: (a) Comparison of the absolute error functions $|e_1,N(x)|$. (b) Comparison of the absolute error functions $e_2,N(x)$.

Table 6: Numerical results of the exact solutions and the approximate solutions for $N = 2, 5, 9$ of problem (60).

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>Exact solution $y_1(x)$</th>
<th>Lucas polynomial solutions $y_1,2(x)$</th>
<th>$y_1,5(x)$</th>
<th>$y_1,9(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.105170918076</td>
<td>1.106706136074</td>
<td>1.105169808728</td>
<td>1.105170918072</td>
</tr>
<tr>
<td>0.2</td>
<td>1.221402758160</td>
<td>1.226824544296</td>
<td>1.221400910855</td>
<td>1.221402758157</td>
</tr>
<tr>
<td>0.5</td>
<td>1.648721270700</td>
<td>1.667653401853</td>
<td>1.648719504255</td>
<td>1.648721270696</td>
</tr>
<tr>
<td>0.8</td>
<td>2.225540928492</td>
<td>2.229192708743</td>
<td>2.225540191066</td>
<td>2.225540928487</td>
</tr>
<tr>
<td>1.0</td>
<td>2.718281828459</td>
<td>2.670613607410</td>
<td>2.718246576634</td>
<td>2.718281828322</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>Exact solution $y_2(x)$</th>
<th>Lucas polynomial solutions $y_2,2(x)$</th>
<th>$y_2,5(x)$</th>
<th>$y_2,9(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.099833416646</td>
<td>0.098994748986</td>
<td>0.099833619019</td>
<td>0.099833416647</td>
</tr>
<tr>
<td>0.2</td>
<td>0.198669330795</td>
<td>0.195978995944</td>
<td>0.198669599126</td>
<td>0.198669330795</td>
</tr>
<tr>
<td>0.5</td>
<td>0.479425538604</td>
<td>0.474868724650</td>
<td>0.479425418757</td>
<td>0.479425538603</td>
</tr>
<tr>
<td>0.8</td>
<td>0.717356090899</td>
<td>0.735663935104</td>
<td>0.717355091659</td>
<td>0.717356090898</td>
</tr>
<tr>
<td>1.0</td>
<td>0.841470984808</td>
<td>0.899474898600</td>
<td>0.841480130265</td>
<td>0.841470984845</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>Exact solution $y_3(x)$</th>
<th>Lucas polynomial solutions $y_3,2(x)$</th>
<th>$y_3,5(x)$</th>
<th>$y_3,9(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2.100750835354</td>
<td>2.101927846772</td>
<td>2.10074590140</td>
<td>2.10075083352</td>
</tr>
<tr>
<td>0.2</td>
<td>2.2014693336001</td>
<td>2.20771387088</td>
<td>2.201468393096</td>
<td>2.201469335999</td>
</tr>
<tr>
<td>0.5</td>
<td>2.526303832591</td>
<td>2.548196693104</td>
<td>2.52630277195</td>
<td>2.526303832587</td>
</tr>
<tr>
<td>0.8</td>
<td>2.922247637840</td>
<td>2.923382193401</td>
<td>2.922246514015</td>
<td>2.922247637835</td>
</tr>
<tr>
<td>1.0</td>
<td>3.258584134327</td>
<td>3.192784677202</td>
<td>3.258568370866</td>
<td>3.258584134265</td>
</tr>
</tbody>
</table>

In order to calculate the corrected Lucas polynomial solutions, let us consider the error problem

\[
\begin{align*}
& e_{1,6}^{(1)}(x) + e_{2,6}^{(1)}(x) + e_{2,6}(x) = -R_{1,6}(x), \\
& e_{1,6}^{(2)}(x) + 4e_{2,6}^{(1)}(x) + e_{1,6}(x) = -R_{2,6}(x)
\end{align*}
\]

such that $e_{1,6}(0) = 0$, $e_{2,6}(0) = 0$, and the residual functions are

\[
\begin{align*}
R_{1,6}(x) &= y_{1,6}^{(1)}(x) + y_{2,6}^{(1)}(x) + y_{2,6}(x) - x + e^{-x}, \\
R_{2,6}(x) &= y_{1,6}^{(1)}(x) + 4y_{2,6}^{(1)}(x) + y_{1,6}(x) - 1 - 2e^{-x}.
\end{align*}
\]
Table 7: Comparison of the actual absolute errors $|e_{1,N}(x)|$, $|e_{2,N}(x)|$ for $N = 2, 5, 9$ of problem (60).

| $x_i$ | $|e_{1,2}(x_i)|$ | $|e_{1,5}(x_i)|$ | $|e_{1,9}(x_i)|$ |
|-------|----------------|----------------|----------------|
| 0.1   | 1.5352e-3      | 1.1093e-6      | 3.5633e-12     |
| 0.2   | 5.4218e-3      | 1.8473e-7      | 3.1738e-12     |
| 0.5   | 1.8932e-2      | 1.7664e-6      | 4.0266e-12     |
| 0.8   | 3.6518e-3      | 7.3743e-7      | 5.3975e-12     |
| 1.0   | 4.7668e-2      | 3.5252e-5      | 1.3694e-10     |

| $x_i$ | $|e_{2,2}(x_i)|$ | $|e_{2,5}(x_i)|$ | $|e_{2,9}(x_i)|$ |
|-------|----------------|----------------|----------------|
| 0.1   | 8.3867e-4      | 2.0237e-7      | 6.1484e-13     |
| 0.2   | 2.6903e-3      | 2.6833e-7      | 2.8246e-13     |
| 0.5   | 1.8308e-2      | 9.9924e-7      | 4.6422e-13     |
| 0.8   | 1.3134e-3      | 1.1238e-6      | 3.4129e-12     |
| 1.0   | 5.8004e-2      | 9.1455e-6      | 3.7266e-11     |

$e_{1,9}(x) = (0.79326892394531528e - 5) x^8$
$- (0.7103892941970440e - 4) x^7$
$+ (0.263310871469073660e - 4) x^4$
$- (0.48629856240169128e - 3) x^3$
$+ (0.4502363215270527764e - 3) x^2$
$- (0.6384e - 18)$

By solving the error problem (56) for $M = 8$, the estimated Lucas error functions $e_{1,6,8}(x)$ and $e_{2,6,8}(x)$ to $e_{1,6}(x)$ and $e_{2,6}(x)$ are obtained as

$$e_{1,6,8}(x) = -(0.1210e-17) x$$
$$- (0.178885917374467780e - 3) x^2$$
$$+ (0.142216618722969108e - 4) x^3$$

Thus, we can calculate the corrected Lucas polynomial solutions $y_{1,6,8}(x)$ and $y_{2,6,8}(x)$ as

$$y_{1,6,8}(x) = -2x + 0.6666665948x^2$$
$$- 0.1851843216x^3 + (0.4320541203e - 1)x^4$$
$$- (0.8423663829e - 2)x^5$$
$$+ (0.1374014091e - 2)x^6 + 1$$
$$- (0.178885917374467780e - 3)x^7$$
$$+ (0.142216618722969108e - 4)x^8$$

| $x_i$ | $|e_{1,2}(x_i)|$ | $|e_{1,5}(x_i)|$ | $|e_{1,9}(x_i)|$ |
|-------|----------------|----------------|----------------|
| 0.1   | 1.7528e-3      | 4.9321e-7      | 1.7336e-12     |
| 0.2   | 6.2421e-3      | 9.4291e-7      | 1.8815e-12     |
| 0.5   | 2.1892e-2      | 1.2554e-6      | 3.0301e-12     |
| 0.8   | 1.1346e-3      | 1.1238e-6      | 4.3129e-12     |
| 1.0   | 6.5799e-2      | 1.5763e-5      | 6.2478e-11     |

| $x_i$ | $|e_{2,2}(x_i)|$ | $|e_{2,5}(x_i)|$ | $|e_{2,9}(x_i)|$ |
|-------|----------------|----------------|----------------|
| 0.1   | 1.9839e-11     | 6.1484e-13     | 1.8815e-12     |
| 0.2   | 2.5383e-9      | 2.8246e-13     | 3.0301e-12     |
| 0.5   | 1.5447e-6      | 4.6422e-13     | 4.3129e-12     |
| 0.8   | 4.1242e-5      | 1.5204e-12     | 6.2478e-11     |
| 1.0   | 1.9568e-4      | 3.7266e-11     | 1.8815e-12     |

Table 8: Comparison of the errors of the methods for problem (60).
Figure 5: (a) Comparison of the exact solution $y_1(x)$ and the approximate solutions $y_{1,N}(x)$. (b) Comparison of the exact solution $y_2(x)$ and the approximate solutions $y_{2,N}(x)$. (c) Comparison of the exact solution $y_3(x)$ and the approximate solutions $y_{3,N}(x)$.

$$y_{2,6,8}(x) = x - 0.1666666302x^2$$

$$+ (0.7407364763e-1)x^3$$

$$- (0.2005954152e-1)x^4$$

$$+ (0.4109068384e-2)x^5$$

$$- (0.6814235316e-3)x^6 + (0.1061876e-16)x^7$$

$$+ (0.892342831286434209e-4)x^8$$

$$- (0.710875043057030262e-5)x^9.$$  

(59)

It is seen from Table 1 and Figures 1(a) and 1(b) that the accuracy of solution increases when the values of $N$ and $M$ increase.

Table 2 and Figures 2(a) and 2(b) display that the actual and estimated errors are very close to zero and almost identical.

Table 3 and Figures 3(a) and 3(b) show that when the value of $N$ increases, the accuracy of solution increases.

Table 4 and Figures 4(a) and 4(b) show that the value of $N$ is increased; the actual absolute errors decrease rapidly.

In addition, this problem was solved by Akyüz-Daşoğlu and Sezer [12] and Davies and Crann [29]. Now, let us compare our method (LCM) with the other methods (Chebyshev method and Stehfest method) given by [12, 29]. Table 5 indicates this comparison.
Figure 6: (a) Comparison of the absolute error functions for \(y_1(x)\). (b) Comparison of the absolute error functions for \(y_2(x)\). (c) Comparison of the absolute error functions for \(y_3(x)\).

It is seen from Table 5 that the present method gives better approximations than the other methods given by [12, 29].

**Example 3.** Let us consider the linear differential equations system given by
\[
\begin{align*}
y_1^{(1)}(x) - y_3(x) &= -\cos(x), \\
y_2^{(1)}(x) - y_3(x) &= -e^x, \\
y_3^{(1)}(x) - y_1(x) + y_2(x) &= 0, \\
&0 \leq x \leq 1
\end{align*}
\]  
(60)
with the initial conditions
\[
y_1(0) = 1, \quad y_2(0) = 0, \quad y_3(0) = 2 \quad (61)
\]
which has the exact solutions \(y_1(x) = e^x\), \(y_2(x) = \sin(x)\), and \(y_3(x) = e^x + \cos(x)\) [2]. By using the method, the approximate solutions of the problem (60) for \(N = 2, 5\) are obtained as
\[
y_{1,2}(x) = 1 + x + 0.67061360741023699830x^2, \\
y_{2,2}(x) = -(0.1e - 18) + x - 0.1005251013995184324x^2, \\
y_{3,2}(x) = 2 + x + 0.192784677204385767x^2, \\
y_{1,5}(x) = 0.99999999999999999824 + 1.0000000000000000125x \\
+ 0.4997685848307242348x^2 + 0.16822545527123026922x^3
\]
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\[ y_{2.5}(x) = +1.000000000000000009x^2 \\
+ (0.45327625709752e-4) x^4 \\
- 0.16698994933999508 x^3 \\
+ (0.782824607296818e-3) x^4 \\
+ (0.7640927371818304e-2) x^5 + (0.6e-17), \]

It is seen from Table 6 and Figures 5(a), 5(b), and 5(c) that the accuracy increases as the \( N \) increase.

Table 7 shows that while the value of \( N \) is increased, the errors decrease rapidly. Now, we compare the present method with the differential transform method given by [2].

It is seen from Table 8 that the present method (LCM) is very effective compared to the differential transform method (DTM) for problem (60).

Figures 6(a), 6(b), and 6(c) display the actual absolute error functions obtained by present method for \( N = 9 \) and the differential transform method. These figures display that the results gained by the present method are better than those obtained by the differential transform method.

6. Conclusions

It is known that solving the high-order linear differential equations system is usually very difficult analytically. In this case, it is required to approximate solutions. In this paper, a new method based on the Lucas polynomials with the help of the residual error function for solving system of high-order linear differential equations numerically is presented. When the obtained results are investigated in examples, it can be seen that the developed method is very effective compared to the others. Also, it can be seen from the tables and the figures that the accuracy increased when the value of \( N \) is increased. The approximate solutions are obtained in a short time with computer programmes such as Maple, Mathematica, and Matlab. We have used the Maple and Matlab for computations and graphics, respectively. Additionally, the presented method can be applied to the other system of linear integral and integrodifferential equations.
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