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Discrete multiwavelet critical-sampling transform (DMWCST) has been proposed instead of fast Fourier transform (FFT) in the realization of the orthogonal frequency division multiplexing (OFDM) system. The proposed structure further reduces the level of interference and improves the bandwidth efficiency through the elimination of the cyclic prefix due to the good orthogonality and time-frequency localization properties of the multiwavelet transform. The proposed system was simulated using MATLAB to allow various parameters of the system to be varied and tested. The performance of DMWCST-based OFDM (DMWCST-OFDM) was compared with that of the discrete wavelet transform-based OFDM (DWT-OFDM) and the traditional FFT-based OFDM (FFT-OFDM) over flat fading and frequency-selective fading channels. Results obtained indicate that the performance of the proposed DMWCST-OFDM system achieves significant improvement compared to those of DWT-OFDM and FFT-OFDM systems. DMWCST improves the performance of the OFDM system by a factor of 1.5–2.5dB and 13–15.5dB compared with the DWT and FFT, respectively. Therefore the proposed system offers higher data rate in wireless mobile communications.

1. Introduction

One of the appealing multicarrier modulation schemes to accomplish the requirement of high data rate is orthogonal frequency division multiplexing (OFDM). The OFDM system divides the high data rate stream into a number of lower rate streams that are transmitted together over a number of orthogonal subcarriers to achieve frequency flat fading [1]. However, in wireless communication systems, the dependability of OFDM is restricted because of the time-varying characteristics of the channel, which causes intersymbol interference (ISI) and intercarrier interference (ICI). ISI and ICI can be averted effectively by inserting a cyclic prefix (CP) before each block of OFDM data symbols. However, CP introduces a loss in transmission power and reduction in the bandwidth efficiency [2, 3].

Inverse fast Fourier transform (IFFT) and fast Fourier transform (FFT) are normally used in the implementation of OFDM systems to create and detect the different orthogonal subcarriers. Although these transforms reduce the implementation complexity and are more computation-ally efficient, they have drawbacks that create rather high side lobes due to the use of a rectangular window. Moreover, the pulse shaping function used to modulate each subcarrier extends to infinity in the frequency domain, which leads to high interference and lower performance levels [4, 5].

Moreover, one major problem of the FFT-based OFDM (FFT-OFDM) system is the high peak-to-average power ratio (PAPR), which causes intermodulation distortion in the transmitted signal [6, 7].

Given the weak points of the FFT-OFDM system, many researchers have examined the use of wavelet-based OFDM to substitute Fourier-based OFDM; they found that the former has more advantages than the Fourier-based OFDM [8–11]. In OFDM based on wavelet transform, the IFFT and FFT blocks are merely replaced by inverse discrete wavelet transform (IDWT) and discrete wavelet transform (DWT), respectively. Wavelet transform offers much lower side lobes in the transmitted signal, which reduces its sensitivity to ICI. The most significant difference between FFT-OFDM and
DWT-based OFDM (DWT-OFDM) is that the FFT-OFDM signals only overlap in the frequency domain, whereas the DWT-OFDM signals overlap in both time and frequency domains. The time overlap in the DWT-OFDM system allows the system to exclude the use of CP or any kind of guard interval (GI) that is usually used in FFT-OFDM system. Hence, the spectral containment of the channel in DWT-OFDM is better as it does not use CP. A previous research [12] investigated the performance of the OFDM system based on a wavelet with different families, such as Haar, Daubechies, biorthogonal, and reverse biorthogonal wavelets. They found that the Haar wavelet provides a very good platform for wireless communication with minimum bit error rate (BER), ISI, and PAPR. In a previous study [13], performance comparisons of FFT-OFDM and DWT-OFDM were conducted using different types of wavelet transform, such as Haar, Daubechies, and biorthogonal wavelets. The DWT-OFDM system is better compared with the FFT-OFDM scheme under certain channel conditions. Another research [14] investigated the performance of DWT-OFDM against FFT-OFDM in terms of PAPR. The DWT-OFDM gives a reduction of 1.63 dB compared with the FFT-OFDM system.

More performance gains can be achieved by looking at substitute orthogonal base functions and finding a better transform compared with wavelet and Fourier transforms. Multiwavelet is really a new section that has been added to wavelet theory recently [15–17]. It has multiple scaling and wavelet functions in each level rather than one scaling function and one wavelet function in wavelet transform. This setup means a greater degree of freedom in constructing wavelets. Therefore, in contrast to scalar wavelet, properties such as compact support, orthogonality, symmetry, vanishing moments, and short support can be gathered simultaneously in multiwavelet, which is essential in signal processing. All the properties of multiwavelet transform are suitable for application in OFDM systems.

The authors of a previous study [18] proposed an OFDM system based on discrete multiwavelet transform (DMWT) with oversampling preprocessing. The BER performance of the proposed system was simulated for different channel models. They found that the oversampling DMWT-OFDM system achieved much lower BER and better performance than DWT-OFDM and FFT-OFDM under AWGN, flat fading, and frequency-selective fading channels. In oversampling preprocessing, the input data is repeated with the same data multiplied by a constant. Oversampling pre-processing doubles the input data symbols, which reduces the bandwidth efficiency substantially; it also increases the computational complexity of the transform. The implementation of WiMAX (IEEE802.16d) based on oversampling DMWT-OFDM over wireless communications channels was presented in [19]. The proposed design achieved much lower BER and robustness for multipath channels and did not require CP; which indicates that it has higher spectral efficiency than OFDM based on DWT and FFT. In [20], the design and performance of HIPERLAN/2 standard model were improved using oversampling DMWT. The proposed design achieved much lower BER and better performance than traditional system based on FFT in different channel models.

In this paper, discrete multiwavelet critical-sampling transform (DMWCST) is proposed for OFDM systems to achieve better BER performance than conventional OFDM using FFT and DWT over flat fading and frequency-selective fading channels. The proposed DMWCST maintains the same data rate of input symbols, which increases the bandwidth efficiency and reduces the computational complexity. The proposed DMWCST-OFDM system will be presented depending on a fast computation algorithm for DMWCST.

The rest of the paper is arranged as follows. Section 2 presents the background of the discrete multiwavelet critical-sampling transform. Section 3 presents the proposed system. Section 4 discusses the simulation results. Section 5 presents the computational complexity analysis, and Section 6 presents our conclusions.

2. Discrete Multiwavelet Critical-Sampling Transform (DMWCST)

The theory of multiwavelet is based on the idea of multiresolution analysis (MRA) similar to that in the scalar wavelet. The difference is that multiwavelets have several scaling and wavelet functions. Multiwavelets have several advantages in comparison to scalar wavelets. Features such as short support, orthogonality, symmetry, and vanishing moments are important in signal processing. A scalar wavelet cannot possess all these properties at the same time. Thus, multiwavelets offer the possibility of superior performance for image processing applications compared with scalar wavelets [21]. The multiwavelets studied to date consist of two scaling functions and two wavelet functions. Multiwavelet scaling functions \(\{\phi(t)\}\) and wavelet functions \(\{\psi(t)\}\) can be represented by the following equations [15, 17, 21]:

\[
\phi(t) = \sqrt{2} \sum_{k=-\infty}^{\infty} H_k \phi(2t - k),
\]

\[
\psi(t) = \sqrt{2} \sum_{k=-\infty}^{\infty} G_k \phi(2t - k),
\]

where \(H_k\) and \(G_k\) are the filter coefficients of scaling and wavelet functions, respectively. Both \(H_k\) and \(G_k\) are \(2 \times 2\) matrices for each integer \(k\). The value of \(\sqrt{2}\) maintains the norm of the scaling and wavelet functions with a scale of two.

Equations (I) can be implemented as a matrix filter bank as seen in Figure I, resulting in two channels operating on two input data streams. They are then filtered into four output data streams, each of which is downsampled by a factor of two. Blocks \(H\) and \(G\) are low- and high-pass analysis filters, and \(\overline{H}\) and \(\overline{G}\) are low- and high-pass synthesis filters [21].

Geronimo, Hardian, and Massopust suggested a useful multiwavelet filter known as GHM. GHM filter offers a mixture of orthogonality, symmetry, and compact support, which are important in signal processing [15]. In the GHM system, \(H_k\) consists of four scaling matrices, namely, \(H_0\),
Assume that the input sequence \( f[n] \) contains samples of \( f(t) \) at half-integers:

\[
    f[n] = f[n + \frac{1}{2}].
\]  

According to (1), the GHM two scaling and wavelet functions satisfy the following two-scale dilation equations [15, 16]:

\[
\begin{align*}
    \psi_1(t) &= \sqrt{2} \sum_{k=0}^{3} H_k \phi_1(2t - k), \\
    \psi_2(t) &= \sqrt{2} \sum_{k=0}^{3} H_k \phi_2(2t - k),
\end{align*}
\]

The low-pass filter and high-pass filter in the multiwavelet filter bank are \( 2 \times 2 \) matrices, so when the input data is fed to these filters, during convolution the filters must multiply vectors (instead of scalar). This process means that multiwavelet filters need two input rows, which is another issue that has to be addressed when multiwavelet transform is used. The phenomenon of converting a scalar-valued input signal into an appropriate vector-valued signal is known as preprocessing [15, 16]. Preprocessing is a mapping process implemented with a prefilter in the analysis stage. Naturally, a matching postfilter operation occurs in the synthesis stage; this operation exactly reverses the effects of the prefilter. Two methods of preprocessing are available for use, namely, oversampling (repeated rows) and critical-sampling (approximation-based scheme) [15, 16]. In oversampling preprocessing, the input data is repeated with the same data multiplied by a constant [15, 16]. Oversampling preprocessing doubles the input data symbols and increases the computational complexity of the transform. In critically sampled preprocessing, the two vectors are obtained by preprocessing the given input signal [15, 16]. A critically sampled preprocessing algorithm based on the approximation properties of continuous-time multiwavelets was suggested by Geronimo and developed by Strela et al. [15]. There are two methods of approximation for critically sampled preprocessing, first-order approximation method and matrix (approximation) method [22]. The details of these methods are as explained in Sections 2.1 and 2.2.

2.1. First-Order Approximation Method. Let the continuous-time function \( f(t) \) belong to the scale-limited subspace \( V_0 \) produced by translations of the GHM scaling functions. Thus, \( f(t) \) is a linear combination of translations of those functions [15]:

\[
    f(t) = \sum_{n} \phi_1(t-n) + \psi_1(t-n).
\]  

Assume that the input sequence \( f[n] \) contains samples of \( f(t) \) at half-integers:

\[
\begin{align*}
    f[2n] &= f(n), \\
    f[2n+1] &= f(n + \frac{1}{2}).
\end{align*}
\]
As shown in Figure 2, \( \phi_1(t) \) is zero at all integer points and \( \phi_2(t) \) is nonzero value at integer 1 only. Sampling (5) at integers and half-integers gives [15]

\[
f[2n] = \phi_2(1) v_{2n-1}^{(0)},
\]

\[
f[2n+1] = \phi_2 \left( \frac{3}{2} \right) v_{2n-1}^{(0)} + \phi_1 \left( \frac{1}{2} \right) v_{1n}^{(0)} + \phi_2 \left( \frac{1}{2} \right) v_{2n}^{(0)},
\]

(7)

The coefficients \( v_{1n}^{(0)} \), \( v_{2n}^{(0)} \) can be easily found from (7) as follows:

\[
v_{1n}^{(0)} = \phi_2(1) f[2n+1] - \phi_2(1/2) f[2n+2] - \phi_2(3/2) f[2n] \quad \phi_2(1/2) \]

(8)

\[
v_{2n}^{(0)} = \frac{f[2n+2]}{\phi_2(1)}.
\]

Taking into account the symmetry of \( \phi_2(t) \), (8) can be written as follows:

\[
v_{1n}^{(0)} = \phi_2(1) f[2n+1] - \phi_2(1/2) f[2n+2] - \phi_2(3/2) f[2n] \quad \phi_2(1/2) \]

(9)

\[
v_{2n}^{(0)} = \frac{f[2n+2]}{\phi_2(1)}.
\]

Equations (9) offer a normal way to find two input rows \( v_{1n}^{(0)}, v_{2n}^{(0)} \) which are generated from the original signal \( f[n] \). Inverting (9), the signal in (7) can be recovered [15].

For any 1D signal \( (X_k) \) of length \( N \times 1 \), where \( N \) must be power of 2, (8) can be written as follows:

\[
X_{P_k} = \phi_2(1) X_k - \phi_2(1/2) X_{k+1} - \phi_2(3/2) X_{k-1} - \phi_2(1/2),
\]

\[
k = 1, 3, 5, \ldots, N - 1,
\]

(10)

\[
X_{P_k} = \frac{X_k}{\phi_2(1)}, \quad k = 2, 4, 6, \ldots, N.
\]

Using GHM scaling function graph (Figure 2), the values for \( \phi_1(1/2), \phi_3(1/2), \phi_2(3/2), \) and \( \phi_2(1) \) should be found. Substituting these values in (10) results in the following:

\[
X_{P_k} = (0.373615) X_k + (0.11086198) X_{k+1} + (0.11086198) X_{k-1},
\]

\[
k = 1, 3, 5, \ldots, N - 1,
\]

(11)

\[
X_{P_k} = \left[ \sqrt{2} - 1 \right] X_k, \quad k = 2, 4, 6, \ldots, N.
\]

2.2. Matrix (Approximation) Method. In this method, the preprocessing of the input signal \( X_k \) is achieved by splitting it in a sequence of \( 2 \times 1 \) vectors \( \left[ X_{2(m+k)} \right. \left. X_{2(m+k)+1}^T \right] \) and applying the matrix prefilter \( P \) (without downsampling) [23]:

\[
v_{j,k} = \sum_{m=0}^{M} P_m \left[ X_{2(m+k)} \right. \left. X_{2(m+k)+1}^T \right],
\]

(12)

where \( P_0, P_1, \ldots, P_M \) are \( 2 \times 2 \) matrix coefficients of \( P \) and \( M \) is the number of matrix prefilter coefficients. For the GHM system the following prefilter with two coefficients is usually used [23]:

\[
P_0 = \begin{bmatrix} 3 & 10 \\ 8\sqrt{2} & 8\sqrt{2} \\ 0 & 0 \end{bmatrix},
\]

(13)

\[
P_1 = \begin{bmatrix} 3 \\ 8\sqrt{2} \\ 1 \end{bmatrix}.
\]
It preserves approximation of second orders. For second-order approximation, (II) become

\[
X_{P_k} = \left( \frac{10}{8 \sqrt{2}} \right) X_k + \left( \frac{3}{8 \sqrt{8}} \right) X_{k+1} + \left( \frac{3}{8 \sqrt{2}} \right) X_{k-1},
\]

\[
k = 1, 3, 5, \ldots, N - 1,
\]

\[
X_{P_k} = X_k, \quad k = 2, 4, 6, \ldots, N.
\]

It is clear from (II) for first-order approximation and (14) for second order approximation that the resulting signal after critically sampled preprocessing has the same length as before preprocessing. Hence, critically sampled preprocessing maintains the same data rate.

### 2.3. DMWCST Computation

Computation for single-level 1D DMWCST using fast algorithm can be accomplished through the following steps:

1. The input signal \(X\) is of length \(N \times 1\), where \(N\) should be power of 2.

2. The GHM filter coefficients given in (2) are used to generate the transformation matrix \(W_1\) with size \(N/2 \times N/2\), which is provided in (15). Since \(H_i\) and \(G_i\) are \(2 \times 2\) matrices, an \(N \times N\) transformation matrix is obtained after substituting the GHM filter coefficients in

\[
W_1 = \begin{bmatrix}
H_0 & H_1 & H_2 & H_3 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
0 & H_0 & H_1 & H_2 & H_3 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
H_2 & H_3 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & 0 \\
G_0 & G_1 & G_2 & G_3 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & G_0 & G_1 & G_2 & G_3 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & 0 \\
G_2 & G_3 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(15)

3. Preprocessing of the input signal \(X\) through critically sampled preprocessing is achieved by applying (II) for first-order approximation or (14) for second-order approximation to input signal to generate new signal \(X_p\).

4. Transformation of input signal is accomplished through multiplying the \(N \times N\) transformation matrix \(W_i\) with the \(N \times 1\) preprocessing input signal \(X_p\). Consider the following:

\[
[Y]_{N \times 1} = [W_1]_{N \times N} \cdot [X_p]_{N \times 1}.
\]

Inverse discrete multiwavelet critical-sampling transform (IDMWCST) can be computed by the inverse of the upper procedure, as shown in the following steps:

1. A multiwavelet transformed signal \(Y\) of length \(N \times 1\) exists.

2. Generate a reconstruction matrix \(W_i\), which is the inverse of the transformation matrix \(W_i\) given in (15). \(W_i\) is an orthogonal matrix, so its inverse is just the transposed

\[
[W_i]_{N \times N} = [W_i]^T.
\]

3. The reconstruction matrix \(W_i\) is multiplied with the multiwavelet transformed signal \(Y\):

\[
[X_p]_{N \times 1} = [W_2]_{N \times N} \cdot [Y]_{N \times 1}.
\]

4. Postprocessing is applied to \(X_p\) to find the original signal \(X\) through the following equations:

   (a) For first-order approximation,

   \[
   X_k = \frac{X_{P_k} - (0.11086198) X_{P_{k+1}} - (0.11086198) X_{P_{k-1}}}{0.373615},
   \]

   \[
k = 1, 3, 5, \ldots, N - 1,
   \]

   \[
   X_k = \frac{X_{P_k}}{\sqrt{2} - 1}, \quad k = 2, 4, 6, \ldots, N.
   \]

   (b) For second-order approximation,

   \[
   X_k = \frac{X_{P_k} - (3/8 \sqrt{8}) X_{P_{k+1}} - (3/8 \sqrt{2}) X_{P_{k-1}}}{10/8 \sqrt{2}},
   \]

   \[
   k = 1, 3, 5, \ldots, N - 1,
   \]

   \[
   X_k = X_{P_k}, \quad k = 2, 4, 6, \ldots, N.
   \]

### 3. Proposed DMWCST-Based OFDM System

Figure 3 symbolizes the complete model for the proposed DMWCST-OFDM system. The transmitter accepts serial binary data. The serial data are converted into low-rate sequences via serial-to-parallel (S/P) conversion and grouped and then mapped according to a mapping technique (quadrature phase shift keying (QPSK) was used in this work). The training sequence (pilot subcarriers) is then inserted to allow for channel estimation to be utilized to compensate for the channel effects of the required signal. The pilot carrier has a bipolar sequence \(\{\pm 1\}\). Now, the \(N_f\)-point IDMWCST based on second-order approximation presented in the previous section is applied to the signal to achieve the orthogonality between subcarriers. Zeros are inserted in several bins of IDMWCST to make the transmitted spectrum compact and reduce the adjacent carriers’ interference. The addition of
zeros to some subcarriers means that not all the subcarriers are used; only the subset \( (N_c) \) of total subcarriers \( (N_f) \) is used. Finally, the parallel data are converted into serial via parallel-to-serial (P/S) conversion and sent to the receiver over the wireless channel.

Given that CP is not added to OFDM symbols in the proposed system, the data rates in DMWCST-OFDM are higher than those in traditional FFT-OFDM.

The signal received from the wireless channel can be described as [24, 25]

\[
y(n) = x(n) * h(n) + w(n),
\]

where \( y(n) \) is the received signal, \( x(n) \) is the transmitted signal, \( h(n) \) is the wireless channel impulse response, \( w(n) \) is the additive white Gaussian noise (AWGN), and \( * \) refers to the convolution process.

At the receiver side, the inverse operations are performed in an opposite order to yield the correct data stream. The received signal is converted to a parallel version via S/P conversion. \( N_f \)-point DMWCST based on second-order approximation is performed, and the zero pads are removed. The pilot subcarriers are then utilized to estimate the channel frequency response \( (H(k)) \) as follows:

\[
H(k) = \frac{Y_p(k)}{X_p(k)}, \quad k = 1, 2, ..., N_c,
\]

where \( Y_p(k) \) represents the received pilot subcarriers and \( X_p(k) \) is the transmitted pilot subcarriers. The channel frequency response obtained in (22) is employed to compensate for the channel effects on the data. Estimated data \((\hat{X}(k))\) can be obtained with the following equation:

\[
\hat{X}(k) = H^{-1}(k) \cdot Y(k), \quad k = 1, 2, ..., N_c.
\]

Finally, the estimated data passes through the demapping technique to recover the original data. To calculate the BER, the received bits are compared to the transmitted bits for different values of signal-to-noise ratio (SNR).

4. Simulation Results and Discussion

The proposed DMWCST-OFDM system was simulated with MATLAB (version 7.8), and its BER performance was compared with that of DWT-OFDM and FFT-OFDM systems over flat fading and frequency-selective fading channels. Haar wavelet [26] was employed for DWT. The length of CP in FFT-OFDM was 25% of total symbol length of OFDM. The fading channel was considered a Rayleigh fading channel modeled as Jake’s model [27]. Channel effect was assumed to be constant on each packet frame. Therefore, block-type pilot channel estimation [28] was employed. Table 1 shows the parameters and their values in the system utilized in the simulation.

Figure 4 shows the performance of the proposed system (DMWCST-OFDM) compared with that of DWT-OFDM and FFT-OFDM systems over flat fading channel according to Doppler frequency (Fd) of 5 Hz (slow fading). In such case, all the frequency components in the signal will be affected by a constant attenuation and the linear-phase distortion of the channel. The DMWCST-OFDM performs much better than the DWT-OFDM and FFT-OFDM systems because the orthogonality between subcarriers in DMWCST is more significant than those in DWT and FFT. Clearly, for BER = 10^{-3}, the SNR for DMWCST-OFDM is about 16.8 dB, whereas in DWT-OFDM, the SNR is about 19.2 dB. Meanwhile, for FFT-OFDM, the SNR is about 31.9 dB.

Figure 5 shows the BER performance of OFDM in flat fading channel according to Fd = 200 Hz (fast fading). In the
Table 1: Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System bandwidth</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Modulation type</td>
<td>QPSK</td>
</tr>
<tr>
<td>Number of FFT, DWT, and DMWCST points</td>
<td>64</td>
</tr>
<tr>
<td>Number of useful subcarriers</td>
<td>48</td>
</tr>
<tr>
<td>Channel type</td>
<td>Flat fading + AWGN</td>
</tr>
</tbody>
</table>

fast-fading channel, BER increases for all schemes because the path gains of the channel vary in one frame (i.e., the coherence time of the fading channel is decreased). Based on this figure, the performance of the proposed system is superior to that of the other systems. The proposed system has BER of $10^{-3}$ at SNR = 21.5 dB. DWT-OFDM has the same BER at SNR = 23 dB, and FFT-OFDM has the same BER at SNR = 37 dB.

Figure 6 gives the BER performance of OFDM in frequency-selective fading channel according to $F_d = 5$ Hz. Two paths were selected; the second path has a gain of $-10$ dB and a delay of eight samples. As seen in this figure, the proposed system is more robust in the frequency-selective fading channel compared with DWT-OFDM and FFT-OFDM. A BER = $10^{-3}$ resulted in 1.5 dB and 14.2 dB improvement for the proposed system compared with the DWT-OFDM and FFT-OFDM, respectively.

The comparison of the performance of the three systems in a frequency-selective fading channel according to $F_d = 200$ Hz is illustrated in Figure 7. Notably, the proposed system outperforms the DWT-OFDM by 2 dB and the FFT-OFDM by 13.1 dB at BER = $10^{-3}$.

Figures 8 and 9 illustrate the effect of changing the second path gain on the performance of the proposed system. Two cases are studied, namely, $-5$ dB and $-15$ dB, both at Doppler frequency of 5 Hz. ISI will occur in the frequency-selective channel, and its magnitude will depend directly on the attenuation of the second path. Therefore, the ISI will increase with the increase of the attenuation, leading to an increase in BER. From these figures, the proposed system still outperforms the other two structures. As shown in Figure 8, BER = $10^{-3}$ results in 1.8 and 11.4 dB improvement for the DMWCST-OFDM compared with the DWT-OFDM and FFT-OFDM, respectively. In Figure 9, BER = $10^{-3}$ results in 1.3 and 15.25 dB improvement for the DMWCST-OFDM compared with the DWT-OFDM and FFT-OFDM, respectively.
The comparison between the proposed system and the system proposed by Kattoush et al. [18] can be shown in Table 2, in flat and frequency-selective fading channels at $F_d = 5$ Hz. From Table 2, the proposed system reached $10^{-2}$ BER at 14 dB SNR, whereas [18] reached $10^{-2}$ BER at 17 dB in flat fading channel. While in the frequency-selective fading channel the proposed system reached $10^{-2}$ BER at 15.5 dB SNR, [18] reached $10^{-2}$ BER at 30 dB. Therefore, the proposed system outperforms the system proposed in [18].

5. Computational Complexity Analysis

In this section, the computational complexity of the DMWCST is analyzed and compared with the oversampling DMWT, DWT, and FFT. We consider here the case that all transforms of $N$-points make a fair comparison.

5.1. DMWCST. As shown in (15), the transformation matrix ($W_i$) has many zeros; hence, its direct computation will only involve $8N$ multiplications and $7N$ additions. In the GHM filter, the presence of many zero coefficients and the linearpulse symmetry can be exploited to reduce the computation complexity to $(17/4)N$ multiplications and $(19/4)N$ additions. It is worth mentioning that, for the case of complex constellation, the arithmetic operations must be calculated twice, one for the real part and the other for the imaginary part. Therefore the real multiplications ($R_M$) will be equal to $(17/2)N$, and the real additions ($R_A$) will be equal to $(19/2)N$.

5.2. Oversampling DMWT. In oversampling DMWT, the input data is repeated with the same data multiplied by a constant [15, 16]. Oversampling preprocessing doubles the input data symbols; hence, the transformation matrix ($W_i$) will be doubled in dimensions. Therefore, the computational complexity of the multiwavelet transform will be increased by a factor of two, so that the number of real multiplications will be $R_M = 17N$, and the number of real additions will be $R_A = 19N$.

5.3. DWT. DWT with a filter of length ($L$) required $LN$ multiplications and $(L - 1)N$ additions [29]. Same as in DMWCST, when the complex constellation is used, arithmetic operations must be calculated twice. Therefore, number of real multiplications is $R_M = 2LN$ and number of real additions is $R_A = 2(L - 1)N$.

For fair comparison with DMWCST, Daubechies-4 wavelet transform will be used here. For Daubechies-4, $R_M = 8N$, and $R_A = 6N$.

5.4. FFT. The FFT of $N$-points required $(N/2)\log_2(N)$ complex multiplications and $N\log_2(N)$ complex additions [30]. Taking into consideration the fact that each complex multiplication is equal to 4 real multiplications and 2 real additions and each complex addition is equal to 2 real additions, so the computational complexity of the FFT requires $R_M = 2N\log_2(N)$, and $R_A = 3N\log_2(N)$.

Table 3 shows the computational complexity for the DMWCST, oversampling DMWT, DWT, and FFT for different transform lengths ($N$). From this table, it is clear that the DMWCST requires less computational complexity compared to oversampling DMWT and FFT, but more than DWT. However, DMWCST still compares favorably DWT because a single-level decomposition in the multiwavelet domain is equivalent to two levels in the scalar wavelet decompositions.
Thus, to get the same signal quality, the levels of computation in DMWCST are less than DWT.

### 6. Conclusions

An OFDM system based on DMWCST was proposed and compared with OFDM based on DWT and traditional OFDM based on FFT through the use of QPSK mapping technique. The performance of the systems was tested and compared in flat fading and frequency-selective fading channels. Simulation results indicated that the proposed system has very good BER performance compared to that of DWT-OFDM and FFT-OFDM. Moreover, in the proposed system, the need for CP is dispensed with because of the excellent orthogonality that is offered by DMWCST, which subsequently reduces the system complexity, increases the transmission rate, and increases spectral efficiency. In addition, the proposed system has better BER performance, increases the bandwidth efficiency because it maintains the same data rate of the input symbols, and reduces the computational complexity compared with the oversampling DMWT-OFDM system [18]. Finally, the proposed system can be utilized as a substitute to traditional OFDM. OFDM based on DMWCST has higher bandwidth efficiency than OFDM based on FFT because of the good orthogonality of DMWCST. ISI and ICI are reduced. Thus, the use of CP in the proposed system is unnecessary.
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